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ABSTRACT

ENHANCEMENT OF PHYSICAL AND MECHANICAL PROPERTIES OF
EPOXY RESINS BY GRAPHENE/GRAPHENE OXIDE ADDITIVES

Budak, Deniz
Master of Science, Polymer Science and Technology
Supervisor : Assist. Prof. Dr. Erol Yildirim

January 2023, 108 pages

Control of interfacial interactions is essential for the preparation of polymer matrix
composites with enhanced physical, mechanical, thermal and electrical properties.
The performance of the graphene and graphene oxide (GO) additives can be
improved by achieving strong adhesion and uniform dispersion of GO in the epoxy
matriX. In this study, modeling and simulation of DGEBA (Bisphenol A diglycidyl
ether)/DETA (Diethylenetriamine) based epoxy nanocomposites containing
graphene and graphene oxide (GO) additives were performed. Density functional
theory and classical mechanics methods were used to investigate interaction energies
and Young’s Modulus values in the nanocomposite system. The objective of this
study is to demonstrate the role of the amount, ratio and type of functional groups on
the interaction energy and Young’s modulus values. Improvement in the interaction
energies was studied by controlling the epoxy:hardener ratio, type and the number
of oxygen-containing functional groups on the GO, mass percentage of filler in
epoxy, size of GO and dispersion in the cell. It was founded that functional groups
with up to 10% oxygen coverage significantly increase interaction energy, and after

there is only a slight enhancement of up to 18% oxygen. However, when



DETA:DGEBA ratio in epoxy resin molecules was changed, a different trend was
observed for a single layer GO. For the low oxygen ratio on GO, increasing amine
groups of DETA decreases the interaction energy. Carboxylic acid and hydroxyl
groups on GO are important groups for increasing the hydrogen bonds and affinity
with the epoxy matrix. Epoxy and hydroxyl groups are main groups that enhance the
dispersion of the GO. Hydroxyl groups in the epoxy chain perform better than the

amine groups in the epoxy chain to form hydrogen bonds with GO surface.

Keywords: Epoxy, Graphene, Graphene Oxide, Nanocomposites, Molecular

Dynamics Simulations.
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0z

EPOKSI RECINELERIN FiZIKSEL VE MEKANIK OZELLIKLERININ
GRAFEN/GRAFEN OKSIT KATKILARI iLE GELISTIRILMESI

Budak, Deniz
Yiksek Lisans, Polimer Bilim ve Teknolojisi
Tez Yoneticisi: Dr. Ogr. Uy. Erol Yildirim

Ocak 2023, 108 sayfa

Polimer matris kompozitlerin gelistirilmis fiziksel, mekanik, termal, elektriksel
Ozelliklerde Uretilmesi icin ara yuzey etkilesimlerinin kontrol edilmesi gereklidir.
Grafen/grafen oksit (GO) katki maddelerinin performansi, epoksinin yiizeye gucli
yapismast Ve GO’nun homojen dagilimi saglanarak gelistirilebilir. Bu ¢aligmada
grafen ve GO katki maddeleri iceren nanokompozitlerin modellenmesi ve
simulasyonu icin DGEBA (Bisfenol A diglisidil eter)/DETA (Dietilentriamin)
tabanli epoksi sistemi kullanilmigtir. Etkilesim enerjilerini ve Young Modiilii
degerlerini aragtirmak i¢in yogunluk fonksiyoneli teorisi ve molekiler dinamik
simiilasyonlar1 kullanilmistir. Bu ¢alismanin amaci, fonksiyonel gruplarin
miktarinin, oraninin ve tlrdndn etkilesim enerjisi ve Young Modiilii lizerindeki
etkisini gostermektir. Etkilesim enerjilerindeki gelisme, epoksi:sertlestirici orani,
GO uzerindeki oksijen fonksiyonel gruplarinin tiirii ve sayisi, epoksideki dolgu
maddesinin kitlece yiizdesi, GO boyutu ve hiicre i¢indeki dagilimi1 kontrol edilerek
incelenmistir. Fonksiyonel gruplarin etkilesim enerjisini %10 oksijen oranina kadar
onemli Ol¢iide artirdigi, ardindan %18 oksijen oranina kadar ¢ok hafif bir artis
oldugu gosterilmistir. Ancak epoksi recine molekilindeki DETA:DGEBA orani

PR

degistiginde farkli bir egilim gozlenmistir. GO tizerindeki diisiik oksijen orani igin,

vii



artan amin gruplar1 etkilesim enerjisini azalmaktadir. GO Uzerindeki karboksilik asit
ve hidroksil gruplari, epoksi matrisi ile hidrojen baglarini ve etkilesimini artirmak
icin dnemlidir. Epoksi ve hidroksil gruplari ise GO’in homojen dagilimini arttirmak
icin onemlidir. Epoksi zincirindeki hidroksil gruplarinin, GO yuzeyi ile hidrojen
baglar1 olusturmak icin epoksi zincirindeki amin gruplarindan daha iyi performans

gosterdigi belirlenmistir.

Anahtar Kelimeler: Epoksi, Grafen, Grafen Oksit, Nanokompozitler, Molekdler

Dinamik Simiilasyonlari.
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CHAPTER 1

INTRODUCTION

Novel polymer matrix composites are being produced by introducing nanofillers as
a reinforcement material into the polymer matrix. Nanofillers have a high surface to
volume ratio and high aspect ratio, therefore the resulting nanocomposite exhibits
enhanced characteristics even with the addition of small amounts of filler. Materials
can become lighter and stronger with improved thermal, mechanical and electrical
performance. Graphene (Gr) is a promising nanofiller for polymer nanocomposites
due to its extraordinary properties; such that it is one of the strongest and the thinnest
material with high electrical and thermal conductivity.[1] In this study, mechanical
properties and interfacial molecular interactions of epoxy-graphene/graphene oxide
nanocomposites are investigated through mainly classical and partly first principle
computational chemistry methods. This chapter provides background information to
understand the physical and structural properties of these materials to build accurate

molecular models.

1.1  Polymer Matrix Composites (PMC)

Polymer matrix composites are multiphase systems consisting of physically and
chemically different matrix and reinforcement materials. Matrix is the continuous
polymeric phase that surrounds the reinforcement materials. Reinforcement
materials are dispersed in a polymer matrix and act as load-bearing components.
Matrix, reinforcement, and interfacial characteristics directly affect the performance
of the composite materials. For improved mechanical performance, the matrix phase
should have good adhesion properties and the ability to distribute the applied load
uniformly. Composites not only retain the basic properties of the matrix and

reinforcement materials but also gain high mechanical and functional properties with



the combination of these components. PMCs have attracted the attention of many
industries including aerospace, automotive, electronics, energy storage, biomedical,
sports, and others, due to their superior mechanical, thermal, electrical, and optical
properties. The performance of the composite materials is enhanced by adding
suitable fillers into the polymer matrix. Metal/metal oxide particles, carbon black,
carbon nanotubes, clay nanoparticles, graphene, and graphene oxide are the mostly

used nanofillers in polymers. [2]

Gr and graphene oxide (GO) stands out among these fillers because their superior
mechanical characteristics. The primary challenge for improving the mechanical
performance of graphene reinforced polymer nanocomposites is to achieve
homogeneous dispersion of well-packed graphene sheets while maintaining strong
adhesion with the polymer matrix. Oxidation and chemical functionalization
methods can be used to disperse the graphene layers to improve the interfacial

interaction as well as to prevent their self-aggregation. [3]

GO is used as a filler in various polymer matrices such as epoxy, Poly(methyl
methacrylate) (PMMA), Polystyrene (PS), Polyurethane (PU), Poly(vinyl alcohol)
PVA, Polycaprolactone (PCL) to improve the mechanical, thermal and electrical
properties of the material. Graphene is a suitable filler material for improving
mechanical properties due to its high strength and Young's Modulus characteristics.
However, GO shows better performance as a filler since the strength of the interface
interaction is the key property for the mechanical property enhancement of PMCs.
Functional groups on GO improve the compatibility with the polymer matrix by
forming new hydrogen bonds and dipole-dipole interactions. [4] Liao et al. (2014)
reported that functionalized graphene sheets can improve Young’s Modulus of
PMMA by 25% even with small additive amounts as low as 1 wt% added into the
polymer matrix. [5]

The electrical conductivity of GO is less than pristine graphene since the addition of
functional groups damages the conjugated structure of graphene. Therefore, the

reduction of excess oxygen-containing functional groups will be a better choice for



improving electrical properties. [4] Stankovich et al. (2006) investigated the
improvement of electrical conductivity by adding reduced graphene oxide (rGO) into
the PS. The addition of the filler up to a volume percent at 1% increases the electrical
conductivity from 10°S m2to 0.1 S m, which makes the nanocomposite material

suitable for many electrical applications. [6]

Moreover, the thermal stability and thermal conductivity of polymers can be
improved with the addition of GO fillers. Ramanathan et al. (2008) reported that the
glass transition temperature increases by 30°C for PMMA, 46°C for
poly(acrylonitrile) (PAN) and 20°C for poly(acrylic acid) (PAA) with the addition
of 1 wt% GO. Also, the thermal degradation temperature increased by 57°C for
PMMA. [7] According to the study by Wang et al. (2009), the thermal conductivity
of pure epoxy is 0.20 W/mK, and the addition of 5 wt% GO filler increases thermal
conductivity to 0.85 W/mK that shows GO is a promising material for heat

dissipation. [8]

Graphene oxide has a high affinity for epoxy due to oxygen-containing polar
functional groups on its surface. Therefore, epoxy can be a good selection as a
polymer matrix to produce GO-polymer nanocomposites with enhanced physical,

thermal and mechanical properties.

1.2 Epoxy Polymers

Polymer matrices in PMCs can be thermoplastic or thermosetting polymers.
Thermoplastics melt and flow like viscous liquids when heat is applied, and solidify
when the system cooled. They can be reshaped while retaining their chemical
properties. Unlike thermoplastics, thermosets are crosslinked structures. Because of
these strong chemical bonds, thermosets cannot be melted and reprocessed by

heating.



Epoxies are one of the most commonly used thermoset resins in PMCs due to their
excellent properties such as high strength, durability, resistance to solvents and
chemicals, and high performance at elevated temperatures. Epoxy molecules have
an epoxide or oxirane group in their structure which is a three membered ring

consisting of one oxygen atom and two carbon atoms given in Figure 1.1. [9]

O

/\

Figure 1.1. Molecular structure of epoxide or oxirane group.

Epoxies are produced by crosslinking reactions between low molecular weight liquid
epoxy monomers and curing agent (hardener) molecules. As the crosslinking process
continues, strong covalent bonds form between the epoxy monomer and the hardener
molecules, leading to the formation of the mixture transformed from a liquid to a
solid state. This is an irreversible reaction, and epoxies cannot be melted or processed
again once they have been cured. [9] Epoxies have high stiffness and strength
properties due to their 3D network structure. However, with increasing crosslinking
density, epoxies become more brittle and less resistant to crack initiation and
growth.[10]

Epoxies have wide application areas as composite matrices, paints, adhesives,
coating materials, electronic applications and construction materials. Glass transition
temperatures from 60°C to 250°C can be achieved for epoxy resins with the
combination of different components. Tensile strength is more than 80 MPa, one of

the highest values achieved in thermosets. [11]



121 Epoxy Monomer

Epoxy resins are classified into two main groups, glycidyl ether resins and
nonglycidy! ether resins. Glycidyl ether resins are the most used epoxy resins based
on the bisphenol and novolac type resins. Nonglycidyl ether resins are cyclic and
acyclic aliphatic resins. Among these types, bisphenol A diglycidyl ether (DGEBA)
is the most common commercially used epoxy, accounting for more than 70% of
total epoxy resins. DGEBA is liquid at room temperature that has two highly strained
reactive epoxide groups in its structure. [11] DGEBA is produced by the reaction
between bisphenol A with epichlorohydrin. High chemical and heat resistance
properties are gained by the aromatic rings in the structure. Hydroxyl groups formed
by ring opening provide adhesion properties to the epoxy resin. Figure 1.2 represents
the chemical structure of DGEBA. [12]

<
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Figure 1.2. Molecular structure of bisphenol A diglycidyl ether (DGEBA).
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1.2.2 Curing Agent (Hardener)

Curing agents are classified into three categories as amine, acid and anhydride
hardeners. Amine type curing agents are widely used for epoxy resins.
Diethylenetriamine (DETA) is an amine type curing agent in the liquid phase which
has a very low viscosity at room temperature. DETA has three amine groups in its

structure which can be activated during the curing reaction. Primary amine groups



react with two epoxy groups and secondary amine group reacts with one epoxy
group. The structure of DETA is given in Figure 1.3. When DETA is used as a
hardener for DGEBA based epoxy, curing can be completed at 23°C within several
days or at 100°C in 1-2 hours. It is advantageous for reducing processing costs, as

the reaction does not require elevated temperatures. [9]

NH

Figure 1.3. Molecular structure of diethylenetriamine (DETA).

2

1.2.3 Curing (Crosslinking) Reaction

Curing is a reaction where strong covalent bonds are formed between the epoxy
monomer and the hardener. These covalent bonds are known as crosslinks, and their
formation makes the material harder and more rigid. Curing reactions with epoxide
rings occur by nucleophilic addition for DETA and DGEBA systems. Epoxide
groups in the DGEBA interact with the active hydrogen (H) atoms of the amine (NH)
groups in the DETA molecules. This reaction breaks the C-O bond in the epoxide by
ring opening reaction. Consequently, cross-links are formed between the DETA and
the DGEBA molecules. The reaction mechanism was represented in Figure 1.4. The
activation reaction for epoxy and amine functional groups was given in Figure 1.5.
The ratio of the total number of crosslinked sites to the maximum allowable reactions
is known as the crosslinking density. The number of crosslinks in the mixture directly
affects the density, viscosity, physical properties, and adhesion characteristics of the

epoxy polymer. [9]
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Figure 1.4. Crosslinking reaction between epoxide and amine groups. [9]
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Figure 1.5. Activation of a) epoxy and b) amine groups. [13]

The type and stoichiometric amount of hardener in the polymer matrix should be
carefully selected to achieve improved mechanical properties. According to the study
by Possart et al. [14], crosslinking density and material stiffness decrease when an
excess amount of hardener is used. Excess hardener results in an increased number
of free chain ends, so DGEBA molecules become insufficient to saturate all amines
in the mixture leading to reduced crosslinking density. Results show that after



DGEBA:DETA content reaches 100:30 w/w ratio, stiffness and elastic modulus are
significantly reduced by the addition of more hardener molecules. Similar effect is
observed when hardeners with long chains are used. An increase in the molecular
length of the hardener decreases the average crosslinking density per unit volume
due to an increase in the number of internal degrees of freedom and results in a low

elastic modulus. [14]

1.3  Graphene

Graphite is a three-dimensional (3D) allotrope of carbon made up of multiple layers
of graphene stacked on top of each other with vdW interactions. It is mostly used
inside lead pencils. Andrei Geim and Kostya Novoselov were awarded the 2010
Nobel Prize in physics for their work “groundbreaking experiments regarding the
two-dimensional material graphene”. With this study, they become the first
researchers to isolate a single graphene sheet and demonstrate its extraordinary
properties. Before this study, it was believed that 2D crystals were
thermodynamically unstable and could not exist. They obtained graphene sheets
from graphite by mechanical exfoliation method by using a scotch type method.
Following the development of this simple and inexpensive method for obtaining a
single sheet of graphene, many researchers started to show interest in this material,

and the graphene research area began to grow fast. [15]

Graphene is a 2D material consisting of sp? bonded carbon atoms arranged in a
hexagonal lattice. Edges of graphene have a zigzag or armchair arrangement. C-C
bonds in graphene sheets are strong covalent bonds with a length of 1.42 A. [16].
Graphene is an advantageous material because it has a large specific surface area
(2360 m? g1, the highest Young’s modulus (~ 1 TPa) and strength (~130 GPa), high
electrical (108 S m™) and thermal conductivity (~5000 W m™* K1), [1]



Figure 1.6 represents the unit cell structure of graphene and a cell containing

graphene with dimensions of 10x10 A.

—

b)

Figure 1.6. Representation of a) Unit cell structure of graphene b) 10x10 A cell with

graphene.

Graphene can be produced by several methods such as mechanical exfoliation,
chemical vapor deposition, epitaxial growth and redox methods. They are mainly
used in semiconductors, energy applications such as solar cells, battery electrodes
and super capacitors, flexible displays, composite preparation for the aerospace and
automotive industries, chemical sensors, anti-corrosive inks and pastes, and other
applications. [16] Configuration of graphene sheets (layer number, defect, and lateral
size), distribution in the polymer matrix, and interfacial interaction between
graphene and polymer strongly affect the performance of polymer/graphene
nanocomposite material. Graphene sheets tend to agglomerate due to the strong van
der Waals (vdW) force (5.9 kJ mol™ per carbon) between them, which reduces the
effectiveness of graphene as a reinforcement material. The mechanical properties of
nanocomposites are strongly affected by the distribution of graphene in the polymer
matrix. To distribute graphene homogeneously in the polymer matrix,
functionalization of graphene is required to reduce vdW forces, and improve
compatibility and interfacial interactions between graphene and the polymer matrix.
The interface acts as a link between the reinforcement material and the matrix, which

transfers the stress from the matrix to the reinforcement material. Weak interfacial



interactions lead to a loss of strength in the nanocomposite material. Hydrogen
bonds, dipole-dipole interactions, -7 interactions and covalent bonds are the type of
interfacial interactions. Control of the C/O ratio and type of functional groups in
graphene oxide structures can control the interfacial interactions and their

performance as a filler. [1]

1.4  Graphene Oxide

Graphene oxide has a plane of carbon atoms similar to graphene with the addition of
oxygen-containing functional groups to its pristine structure. Large-scale production
of high-quality graphene is costly and time-consuming. Graphene oxide can be
produced from graphite with cost effective chemical methods. Hummers’ method is
the most used process to produce graphene oxide nanosheets from graphite. With
this method, graphite is mixed with concentrated sulfuric acid, potassium
permanganate, and sodium nitrate for the oxidation process. Adding oxygen-
containing functional groups onto the graphene surface facilitates the separation of
nanosheets and also makes them more hydrophilic. After the exfoliation process,
excess functional groups can be removed by thermal or chemical reduction methods,
and reduced graphene oxide (rGO) is produced. rGO has a more stable structure and
properties similar to graphene, but with better polymer compatibility and
dispersibility. [17]

Experimental characterizations and molecular dynamics simulations have been used
to predict the GO chemical structure, however the exact composition of GO is still
unclear since it is non-stoichiometric and nearly amorphous. Moreover, the chemical
structure of GO may change depending on production methods and environmental
conditions. Different models are developed by researchers to represent the chemical
structure of GO and the Lerf-Klinowski [18] model is a widely accepted one in the
literature. To build this model, the graphene oxide structure was investigated with
the NMR method and oxygen-containing functional groups were detected. Results

10



showed that phenyl rings contain epoxy (C-O-C), hydroxyl (-OH), and carboxylic
acid (-COOH) groups which are distributed randomly.

Besides, epoxy and hydroxyl groups are mostly located on the basal plane whereas
carboxylic acid is located at the edges. Gao et al.[19] updated this model by adding
carbonyl groups. They also found that oxygen-containing functional groups
hydroxyl and epoxy are intermittently located on the basal plane whereas carbonyl
(C=0) groups are mostly present at the edges of GO in addition to the carboxylic
acid groups. Erickson et al.[20] suggested that the dominant functionalities of
hydroxyls and epoxies, which are more stable groups on the surface, is to restore the
graphitic character of the GO. Other functional groups like carbonyls would induce
bond breakage during formation and this results in the hole creation and expansion.
Thus, they are most likely to be formed at the edges of the GO structure. Graphene

oxide structure was given in Figure 1.7.

Figure 1.7. Molecular structure for a graphene oxide model. [19]
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CHAPTER 2

THEORETICAL AND COMPUTATIONAL CHEMISTRY METHODS

Theoretical and computational chemistry studies aim to investigate molecular
geometry, physical and mechanical properties, molecular interactions, chemical
reactivity, equilibrium and transition states, and other chemical properties of the
molecules at the electronic, molecular and mesoscale levels. A system model is
essentially built based on applicable theories and equations that are solved by a
computer using specific algorithms with computer simulations or calculations. In this
way, the static and dynamic behavior of a system under given initial conditions can
be studied. Highly complex models can be created using computer simulations to
observe real-life processes that bridge the gap between theory and experiments.
Material behavior and molecular interactions that cannot be studied with
experimental methods can be thoroughly investigated in detail. Theoretical and
computational chemistry methods are useful for guiding the design of experiments;
they provide both economic and time advantages which have the potential to
substitute and support laboratory measurements partly in the future. [21]

The development of equations, parameters, or simulation techniques that
characterize behavior at different lengths and time scales is referred to as multiscale
modeling. Multiscale modeling methods are separated into three categories as
molecular scale methods which include first principle calculations and molecular
dynamics simulations, mesoscale simulations and macroscale methods at the
continuum. Molecular scale calculations are based on the atoms and molecules while
mesoscale calculations are based on coarse grained units, particles, and monomers.
Macroscale calculations are focused on the continuous domains at the device and
engineering level. Each method has a different application area and utilizes different

equations to calculate processes occurring at diverse lengths and time scales.
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As an example, quantum mechanics methods use Schrédinger equations which are
effective for calculating electronic structure and energy. Molecular dynamics
methods are based on classical Newtonian equations and statistical mechanics that
are used to calculate thermodynamic properties, mechanical properties and
molecular interactions. [22]

The hierarchy between commonly used models is given in Figure 2.1, representing
relevant time and length scales. Small scale calculations give more detailed and
accurate information about the system properties. Some of the molecular interactions
and effects are neglected while working with larger scales and homogeneous
systems. However, first principle calculations at small scales are more complex,
more costly, and take a longer time to complete due to the inclusion of electrons in
the calculations. [23]

Time
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Modeling
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Molecular
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Figure 2.1. Time and length scales of multiscale modeling methods. [24]

Molecular simulation methods are classified into two categories as quantum
chemistry methods and molecular mechanics methods. The difference between these

methods is that the fundamental interacting particles in the system are considered
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electrons for quantum chemistry methods, and atoms for classical mechanical
methods. [25]

2.1  First Principle Calculations

Quantum mechanics theories are based on electron delocalization where wave
functions are used to characterize electron distribution. Born’s rule states that the
probability of distribution of an electron is proportional to the square of the
magnitude of an electromagnetic wave. Energy levels and wave functions are
obtained by solving the Schrodinger equation. The Schrédinger equation cannot be
solved precisely if there is more than one electron, therefore for the systems with
large numbers of atoms, various assumptions and approximations are needed to
determine the wave function. Quantum mechanics calculations are computationally
intensive and give very accurate results for representing intermolecular and
intramolecular interactions, however, they are not suitable for investigating

structures containing a large number of atoms such as proteins or polymers. [21]

The time-independent Schrddinger equation is mostly used in computational
chemistry calculations for practical use. Time-independent Schrédinger equation is

expressed in Equation 2.1 as:

AY = Ey (2.1)
Where H is the Hamiltonian operator that represents the total kinetic and potential

energy of the system. For a Coulombic system, it is calculated by Equation 2.2.

~ 1 Z 1 )
H=—E—VL-Z—E oty — @22
— 2 |1y — 1| Ly
i iA

i>j

Zarepresents the charge of the nuclei (atomic number) of atom A, rjj is the distance
between electrons i and j and ria is the distance between electron i and nucleus A.
-1/2 VZis the kinetic energy term. ¥ is the wave function which is a function of the
positions of the nuclei and the electrons and E is the numerical value of the energy
of the state described by the wave function. [26]
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Electrons in a molecule are significantly lighter than the nuclei when compared in
mass. Born-Oppenheimer [27] approximation states that the coordinates of the nuclei
in @ molecule are fixed while electrons are moving. With this approximation, the
Schrodinger equation can be simplified by developing two different equations as
electronic and nuclear Schrodinger equations. The total energy is calculated by the
sum of electronic energy which depends on the electron positions and the constant
nuclear repulsion term. [28]

Quantum chemistry methods are ab-initio, semi-empirical, and density functional
theory (DFT) calculations. These calculations are based on the solutions of
Schrédinger equations. The ab-initio method solves the Schrodinger equation to
calculate energy and wave function. Wave function determines the electronic
structure, which provides information about molecule properties such as polarity.
For semi-empirical methods, parameterization is based on fitting solutions into
experiments that lead to faster calculations compared to the ab-initio methods. DFT
calculations use functions of the electron density rather than the wave functions to
calculate energy. [29]

211 Ab-initio Calculations

Ab-initio has a meaning of “from the start” in Latin. The ab initio method uses
quantum mechanics calculations to solve the electronic Schrodinger equation. This
first principle method is suitable for investigating novel molecules to calculate
properties such as molecular geometries, energies, electron affinities, ionization
potentials and vibrational frequencies. This method produces very accurate results
although it is not computationally efficient and is only applicable to systems with
less than 1000 atoms. In ab-initio calculations, the Hartree-Fock method is used for
approximating the molecular wave function and expressing the molecular energy.
The wave function is expressed by the occupied spin orbitals as a Slater determinant

expressed in Equation 2.3.
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@;(x,) are spin orbitals consisting of spatial orbital ¢;(#) and two spin functions

spin up (as) and spin down (fs).
p(X) = p(P)a(s), o=a,p (2.4)

The Hartree-Fock method has a disadvantage in the proper treatment of electron
correlation. Electrons minimize their interaction energy by correlating their motions
in reality; however, the Hartree-Fock method uses the average positions of other
electrons to represent the movement of an electron in the electric field. Post-HF
methods such as MP2-4, CCSD and CI have been developed to reduce electron-

electron interaction energies which improves the reliability of the results.[29]

2.1.2 Density Functional Theory (DFT) Calculations

Density functional theory (DFT) is another calculation method based on quantum
mechanics calculations that enable the investigation of molecules at the electronic
level. In contrast to ab-inito and semi-empirical calculations, this method derives
electron distribution directly from the electron density rather than calculating the
wave function. Using electron density for energy calculations is simpler since wave
function is dependent on 4N variables, which means for N electrons three spatial and
one spin variable. Electron density is a function of the position including only three
coordinates which is represented by p(X,y,z). Moreover, it is possible to visualize

electron density by X-ray diffraction or electron diffraction methods.

DFT calculations are based on two theorems established by Hohenberg-Kohn. [30]
The first theorem states that the ground state electron density function, po(X,Y,z),
describes the molecular properties at the ground electronic state. The second theorem

indicates that a trial electron density function provides an equal or higher energy than
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the actual ground state energy. Current molecular DFT calculations are based on
Kohn-Sham equations [31] which are used to calculate energy from electron density
functions.

Kohn-Sham approach defines a system involving non-interacting electrons that has
the same ground state electron density distribution with the real system (pr=po) t0
formulate energy. Energy is minimized with Kohn-Sham (KS) orbitals and equations
concerning electron density. [29]

The ground state electronic energy is given in Equation 2.5 as: [26]
Elp] = Tslp] + Vwelp]l + Jlp] + Exclp] (2.5)

Equation 2.6 is used for calculating electron density.

p() = ) It 26)

T represents the electron Kinetic energies and for the set of orbitals ¢; and it is

calculated by the following equation:

XL,

The nucleus-electron potential energy V. is given in Equation 2.8.

i) (2.7)

Vielo) = [ pGIv() (28)
Where v(r) is the external potential due to the nuclei which is expressed as:
==y 2
v = " |7 — Ry (2:9)

Jlp] is the electron-electron repulsion energy and it is given in Equation 2.10.

J j p(r)p(r’) g (2.10)

|r — 7
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E..[p] is the exchange-correlation factor and there is no explicit form available for

this term. It can be expressed by Equation 2.11.

Exclpl = (Tlp] — Tslp]) + (Veelp] — J1p]) (2.11)

Electron density is derived from wave function for non-interacting electron systems.

Slater determinant is used to represent anti-symmetric wave functions.

With wave function and electron density expressions, Kohn-Sham [31] equation is

expressed by Equation 2.12 as:

A
1 Ty Z
37+ [ B2 am v - Y 2 g = s, 212)
2 T12 ~ 114

&i is the orbital energy eigenvalue, Za is the atomic number and Vxc is the potential
due to exchange-correlation energy. It is the sum of the electron-electron repulsion

energy deviation and the kinetic energy deviation from the reference system. [28]

Local density approximation (LDA) is the simplest exchange-correlation functional
which only considers the density at the location where the functional is evaluated
and assumes that the density represents the density of a homogenous electron gas.
Generalized gradient approximation (GGA) is developed as an advancement over
LDA. This approximation uses both the electron density at the given point and the
gradient of the density for the calculations, to reflect the inhomogeneous
characteristic of molecular densities. Moreover, hybrid functionals are developed
which include GGA and HF exchange to calculate the properties more accurately.
Hybrid DFT that uses B3LYP (Becke three-parameter Lee-Yang-Parr) functional is

one of the most commonly used exchange-correlation functional. [32]

As a disadvantage, exchange-correlation functional Exc[p] is not exactly known and
various approximations are used for the calculation of this term. Therefore, it is not
possible to improve results systematically. Other ab-initio methods enable lower
energies and keep improving the results by using larger basis sets and extending the
correlation approach. However, DFT is the most widely used method among all first

principle methods, since it is a computationally efficient and simpler method as
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compared with other wave function methods. DFT gives more accurate results for
the calculation of geometry and relative energies by using electron density and

applying built-in correlations especially. [29]

2.2 Molecular Mechanics (MM) Methods

In molecular mechanics calculations, molecules are represented as a collection of
balls (atoms) that are connected by springs (bonds). Electrons are not included in this
model, so electronic properties cannot be studied. The energy of a molecule is
represented by a force field: a mathematical expression including bond stretching,
angle bending, dihedral angles, and non-bonded interaction parameters. MM
calculations are suitable for very large molecules. It can be utilized for molecular
mechanics minimizations, dynamics, quenching and simulated-annealing type of
calculations.[29] MM methods use classical mechanics for calculations where force
field equations and force field parameter sets define the total potential energy of the
system. Differentiating this potential energy concerning the position of atoms gives
the force acting on each atom (Fi = -dE/dxi), and the position and velocity of the
atoms can be predicted during the molecular dynamics (MD) simulation steps. [25]
Each atom contributes to the total potential energy of a system via bonded and non-
bonded interactions. Bonded interactions are bond length stretching, bond angle
bending, proper dihedral angles (torsion) and improper dihedral angles. Non-bonded
interactions are intermolecular and intramolecular vdW and Coulomb

interactions.[33]

Force fields are classified as Class | and Class 11 force fields. Class | force fields are
developed to simulate biomolecular systems like proteins, carbohydrates,
phospholipids, DNA, and RNA. Examples of Class | force fields are DREIDING,
OPLS-AA, CHARMM, GROMOS, and AMBER. [25]
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For class I force fields, potential energy (E) are calculated by Equation 2.13.

E= Z k, (b — by)? + 2 kg (6 — 6,)°

bonds angles
+ Z ky[1+ cos(ng — 6)]

dihedrals

12 6
O O 2.13

+ z ke (r = X0)? +24‘gij <i> _<i> (213)

) Tij Tij

improp L-]
+ Z 4%61 Ji

Coulomb ngorij

Where b is bond length, 0 is the bond angle, ¢ is the dihedral angle and ¥ is the
improper dihedral angle. bo, 6o, 3, %o are the reference points. k’s represent the
stiffness of each bond type. 5" term represents Lennard-Jones (L-J) 12-6 pairwise
interactions. &ijis L-J well depth and oij is the collision diameter for the i and j atom
pairs. 6 term represents electrostatic interactions defined by Coulomb’s law. g; and

qj are partial charges, o is the permittivity of free space. [25]

Figure 2.2 represents the bond lengths, angles and the other interactions used in the

force field calculations.
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Figure 2.2. Representations of a) bond length b) bond angle c) proper dihedral d)

improper dihedral e) van der Waals interactions f) coulomb interactions.

Class I force fields are second generation force fields that have cross-coupling terms
between bonded interactions and offer a more accurate representation of potential
energy, structures, and vibrational frequencies. They are developed based on the ab-
initio calculations parameterized based on a large number of experimental data. Class
Il force fields are more complex and require a high amount of computational cost.
They are the most used force fields for investigating polymers, metals, and ceramic-
solid phase materials. Examples of Class Il force fields are COMPASS, CVFF,
PCFF, and MM# series. [25]
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Potential energy functional form is the same for Class II, COMPASS and PCFF force
fields and given in Equation 2.14 as [34]:

E= ) [Ka(b—bo)* + Ky(b = bo) + Ka(b = by)"]

bonds

+ z [Hy(6 — 8) + Hs(0 — 8)° + Ha(0 — 6)*]

angles
+ Z [Vi[1 — cos(¢p)] + V,[1 — cos(2¢)] + V3[1 — cos(3¢)]

dihedrals
' ZK Ot =00 + ) Fpr (b = bo) (' = bp)

b,b’

+ Z Foo (0 - 00)(0" = 0) + Z Fop(b = by) (6 — 60)

6,6’

+ Z(b — by)[Vicosp + V,cos2¢ + Vicos3¢]

+ Z(b’ — bg)[Vicosp + V,cos2¢ + Vicos3¢]
b’

+ Z(B — 0y)[Vicosp + Vycos2¢p + Vicos3¢]

, Aij By

+ z Kogr (8 — 00) (0" — 90)cos¢+z Sy _2

6,67,¢ oy
qi9;

EoTij

+

Coulomb

There are stretch-stretch (b,b’), stretch-bend (b,0), stretch-torsion (b,$), bend-torsion
(6,0), bend-bend (6,0”), bend-bend-torsion (0,0°,¢p) terms in this equation. Class 1l
COMPASS and PCFF force fields use 9-6 L-J potential as a difference from Class |
force fields. However, they have the same Coulombic term for electrostatic
interaction. For each atom and bond type, different values of the force field

parameters are identified depending on the selected force field.
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The first step in the classical Monte Carlo and molecular dynamics methods is to set
up the coordinate positions and the bonded state of the atoms to build the system
with the desired density and boundaries. Periodic boundary conditions are defined to
construct the unit cell, and continuous systems are represented by replicating this
unit cell in all directions. If a particle moves across the boundary surface and exits
from one side of a unit cell, the same particle enters from the opposite boundary of
the unit cell, and the total number of atoms within the system remains constant. The
cut-off distance is set between 8-20 A and cell size is set according to this distance
to avoid repetitive calculation of non-bonded intermolecular interactions between
the atoms in the main cell and surrounding cells. [25] Electrostatic non-bonded
interactions can be calculated with Ewald or particle-particle-particle-mesh (PPPM)
summation methods. The Ewald summation method is computationally effective for
systems containing 10%-10* atoms. However, for larger systems that contain 10° or
more atoms, the PPPM summation method gives results faster in parallel

calculations. [35]

The next step is to determine the statistical ensemble to perform the molecular
simulation. The number of atoms (N), volume (V), temperature (T), pressure (P),
energy (E), enthalpy (H) and chemical potential (1) parameters can be set as constant
to perform simulations similar to the real experimental conditions. Simulation
packages offer different statistical ensembles as constant volume-constant energy
(microcanonical, NVE), constant volume-constant temperature (canonical, NVT),
constant temperature-constant pressure (isothermal-isobaric, NPT), constant
pressure-constant enthalpy (isoenthalpic-isobaric, NPH) and constant chemical

potential-constant temperature (grand canonical, pVT). [21]

The temperature of the system can be controlled by equilibration procedures called
thermostat methods such as Andersen, Berendsen and Nosé-Hoover. Andersen
thermostat method scales the translational and angular velocities of each particle to
calculate the temperature and adjusts it to the desired value with an equilibration
procedure. Berendsen thermostat method controls the system temperature by
coupling it to a heat bath at a fixed temperature during the simulation. Velocities are
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measured for each time step, and the temperature is kept constant by integrating a
scaling factor. Berendsen thermostat method is an efficient way to equilibrate the
system to the target temperature; however, it cannot generate trajectories with the
correct canonical ensemble because this method eliminates changes in the Kinetic
energy in the system because of the fixed temperature. Nosé-Hoover is the most used
thermostat algorithm since it represents kinetic parameters better and creates real
canonical ensembles by reducing the effect of an external system. An additional
dynamic variable in the equations regulates the temperature of the specified system,

and the temperature is controlled with fluctuations around the target temperature.[36]

Since most experiments are carried out at constant atmospheric pressure, barostats
are used to simulate constant pressure systems. There are several barostat algorithms
such as Andersen, Berendsen, and Parrinello-Rahman. Andersen barostat uses an
additional degree of freedom terms like the idea of the Nose-Hoover thermostat. In
this method, there is an external pressure term that acts as a fictitious piston and
another term that represents the internal pressure of the particles. If there is an
imbalance between external and internal pressure, the volume of the system changes
to achieve the target pressure. Berendsen barostat works on the same principle as the
Berendsen thermostat, employing a weak coupling method that allows pressure
fluctuations to approach the target pressure more realistically. The Parrinello-
Rahman method is an extended version of the Andersen algorithm, which enables

modeling the shape changes and is suitable for anisotropic systems. [21]

2.3  Classical Monte Carlo (MC) Calculations

Monte Carlo methods provide information about the system's conformational phase
space, which is the potential energy surface as a function of atom positions. To
calculate atom movements, the sampling method is used to generate possible random
movements of atoms and compute an average result based on acceptance and
rejection criteria. MC calculations use time-independent algorithms; hence the

kinetics of molecular motion is not included in the simulations. This makes MC
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calculations very fast. However, the results only provide information on the values
of the thermodynamic properties of the system. MC calculations are not appropriate
for investigating the dynamics of the system or the transport properties. Dynamic
properties of the system can be investigated with molecular dynamics methods. [25]

2.4 Molecular Dynamics (MD) Simulations

The molecular dynamics simulation methods estimate the positions and velocities of
atoms and molecules in a system over time by performing the calculations based on
Newton’s equation of motion in a selected statistical ensemble. Simulation results
give information about how the system behaves with the selected pressure,
temperature, volume, or the number of molecules. Thermodynamic, conformational,
structural, rheological, and dynamic properties can be obtained for the system. The
Velocity-Verlet algorithm was used in this study to determine the position of the
particle by integrating Newton’s equation of motion. For this method, the first step
is to determine the atomic positions and velocities at the beginning of the
simulations. Velocities of the atoms are assigned according to the Maxwell-
Boltzmann relation that gives the velocity distribution of the particles as a function
of their mass and temperature. Force field equations are used to determine the forces
acting on each atom. Next, the positions and velocities are calculated at the next time
step with the potential energy functions based on intramolecular and intermolecular
attractions. The total velocity of the system should be zero. This algorithm is
repeated for every time step and final trajectories are obtained for the system. [33]
Equations 2.15, 2.16 and 2.17 are used to calculate velocity and atomic coordinates
with the Velocity-Verlet method. [37]
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Un+1/2 = Un + an7 (215)
At Ap + Apyq
Un+1 = Vny12 t an+17 =v, + SRR > A (2.16)
= v(t, + At) + O(At?)
At Ap + Apyq
Un+1 = Vnt12 T an+17 =v, + nTHAt 2.17)

= v(t, + At) + O(At?)

Where r is position, v is velocity, a is acceleration. t and At represent the time and

the change in time. Figure 2.3 summarizes the MD algorithm.

Define initial trajectories for each particle

\Z

Calculate the total force acting on each
particle

7

Integrate and solve Newton's equations of
motion

\Z

Obtain new trajectiories for each particle

\Z

Save the velocities and coordinates

\Z

Estimate the physical properties

Repeat MD loop for every time

Figure 2.3. Molecular dynamics simulation algorithm.
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CHAPTER 3

LITERATURE REVIEW

The properties of epoxy-graphene/GO nanocomposites are dependent on the
chemical composition of the components and their intermolecular interactions.
Epoxy structure, crosslinking density, type and the number of functional groups on
the GO, and mass percentage of reinforcement material are the main parameters that
affect the characteristics of the final nanocomposite material. In addition to the
experimental studies in the literature, molecular modeling of epoxy polymers and
their nanocomposites has attracted great interest. Therefore investigation of the
structures and interactions at the molecular level gain importance. This chapter
summarizes experimental and theoretical studies on the material properties of epoxy

polymers and their nanocomposites.

3.1  Previous Studies on the Modeling of Epoxy Polymers

The two most common thermoset epoxy modeling methods in the literature are the
in-situ crosslinking method and the representative molecule method. The in-situ
crosslinking method allows the modeling of the random network and the fully
periodic structure of the epoxy unit. In this method, reaction sites of epoxy and
hardener are determined and crosslinking cut-off radius is defined mostly between
4-6 A. Distances between crosslinking sites are continuously monitored during the
MD simulations and when the distance between two atoms falls within the cut-off
range, new crosslinks are formed. The representative molecule method is more
straightforward than the in-situ crosslinking method and used by various researchers
in the literature. In this method, the same pre-crosslinked molecules are loaded into
the cell for modeling amorphous crosslinked structures. This representative molecule

reflects the bulk crosslinking density and the overall crosslinked network topology.
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Even though it is difficult to simulate a real crosslinked network with this method
since no intermolecular crosslinks are assumed to exist between representative
molecules, the results are similar to those of the in-situ crosslinking method and
laboratory experiments. This method is also advantageous in the aspect of
computational efficiency; it does not require complex iterative steps as in the in-situ
method. [13] Besides, while investigating composite structures in terms of GO
functional groups and mass percentage, keeping the epoxy models fixed will be
useful to compare interactions, physical and mechanical properties.

Yu et al. [38] investigated the mechanical properties of Diglycidyl ether of bisphenol
F (EPONB862®) and Triethylenetetramine (TETA) epoxy-hardener system with the
in-situ crosslinking method and representative molecule method. Epoxy
monomer:hardener ratio was selected as 3:1. They performed an MD simulation to
equilibrate the structure at 300 K and 1 atm using 900 ps of NPT simulation. They
concluded that the method using representative molecules gives very close results to
analytical and experimental findings. Kim et al. [13] used four different crosslinked
structures as representative molecules using EPON862® and TETA with increasing
crosslinking densities from 17% to 62.5%. They also used the in-situ crosslinking
method to compare the results. Crosslinked structures were cooled from 500 K to
300 K with a cooling rate of 50 K/50 ps at NVT ensemble, then they performed 1 ns
NPT simulation at 1 atm and 300 K to obtain the final equilibrated structure. They
claimed that increasing the crosslinking density is better in terms of improving the
mechanical properties and the results are in good agreement with the dynamic
crosslinking method.

Choi et al. [39] and Shin et al. [40] increased the size of the representative molecules
by using nine chains of EPON862® and three chains of TETA in their study. Shin et
al. [40] investigated only the thermal properties and they stated that a molecule of
this length is sufficient to allow entanglements and physical crosslinks to form
between representative structures. These non-covalent interactions between pre-
crosslinked representative molecules affect the density and physical properties of the
epoxy system and describe accurately the characteristics of real epoxy. Choi et al.
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[39] studied the mechanical properties by conducting a 500 ps simulation at the NVT
ensemble, at 300 K followed by a 900 ps NPT ensemble at 300 K and 1 atm. They
found that by changing the number of atoms in the cell or the thermal history of
simulation, Young’s modulus value of the epoxy system becomes higher as
compared with their previous studies. For this study, a cooling-down process was
performed before calculating elastic modulus which changed the optimum positions
of atoms. Also, the initial representative molecule can influence the motion and final
positions of atoms during MD simulations and atoms may not reach their lowest

energy.

In terms of determining the force field for the system, PCFF and COMPASS are the
most used force fields to simulate epoxy structures in the literature. Arab &
Shokuhfar [41] investigated the effect of force field on the mechanical and physical
properties of the DETA-DGEBA crosslinked structure. They used representative
crosslinked molecules with DETA:DGEBA of 1:4 ratio to build cells. 500 ps
molecular dynamics simulation at the NPT ensemble was performed at 298 K and 1
atm to reach the experimental density. They studied COMPASS, PCFF, Universal
Force Field (UFF), and Dreiding force fields. It is concluded that for the DETA-
DGEBA system COMPASS and PCFF force fields can be used for MD calculations
since the results are in good agreement with experimental data. Moreover,
COMPASS force field is suitable for this system since it represents long-range
interactions and non-bonded interactions as vdW and hydrogen bonding interactions

accurately.
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3.2 Previous Studies on the Effect of Crosslinking Density on Mechanical

Properties of Epoxy Resin

The ratio of the total number of crosslinked sites to the maximum allowable reaction
site is known as crosslinking density. An increase in the crosslinking density
improves the mechanical strength of the epoxy resin as the number of covalent bonds
increases. [13] Table 3.1 represents Young’s modulus and density values of
DETA:DGEBA systems with different crosslinking densities in the literature.
Results showed that the increasing crosslinking density significantly improves

Young’s modulus values of the polymer.

Table 3.1. Young’s modulus and density values for DETA:DGEBA epoxy resins.

Type of Crosslinking Density | Young’s Modulus Ref
Study Density % (g/cm?) (GPa)

MD 20-80 % - 0.3-3.1 [42]

Experimental - 1.16 3.4 [43]

MD 50 % 1.12 2.8 [44]

MD 0-81 % 1.08-1.15 2.8-3.8 [45]

MD 80 % 1.08 3.16 [41]

Increased crosslinking density may seem to be a desirable property at first glance,
however, the interaction energy between the polymer and graphene oxide must be
considered to obtain highly dispersed fillers. According to the studies of Putz et al.
[46], Hadden et al. [47] and Kim et al. [13] as crosslinking density increases,
interaction energy decreases at the interphase. When crosslinks were formed, the
non-bond energies were significantly altered, and that resulted in a decrease in the
interaction energy of the epoxy-GO system. Thus, an optimum crosslinking ratio

might be needed to achieve better dispersion of fillers and mechanical properties.
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3.3 Previous Studies on the Effect of Filler Properties, Dispersion and Mass

Percentage on the Mechanical Properties of Epoxy Nanocomposites

Another factor influencing the mechanical properties of composite materials is the
filler content of epoxy. As mentioned in previous sections, the primary objective is
to obtain highly dispersed fillers in the epoxy matrix to improve mechanical
performance. However, as the filler content increases, agglomeration becomes a
problem for the efficiency of the reinforcement material. In the literature, there are
various theoretical and experimental studies investigating the change in mechanical
performance as filler content increases. Table 3.2 summarizes Young modulus

values of different epoxy-hardener systems and filler contents in the literature.

Table 3.2. Young’s modulus values for different epoxy-hardener systems containing
Gr and GO fillers.

Type of
Type of ) Young’s
Epoxy- Filler % Ref.
Study Modulus (GPa)
Hardener
DGEBA- -
Experimental 0-0.2% GO 2.9-31 [48]
MHHPA
) DGEBA- | 0-5% Graphene 2.5-4.6
Experimental [49]
TETA 0-5% G-EP* 2.5-5.6
_ DGEBA- 0-0.5% GO 2.6-3.43
Experimental [50]
TETA 0-0.5% rGO 2.6-3.35
DGEBA- 0% 3.16
MD %18 Graphene 5.63 [51]
TETA %18 GO 6.36
DGEBA-
MD 1-5% GO 2.96-5.72 [52]
DEDTA

*G-EP: Epoxide-functionalized graphene
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The degree of dispersion of GO sheets has a significant effect on the final mechanical
properties of the nanocomposite. Tang et al. [48] conducted an experimental study
to investigate the effect of rGO dispersion on the mechanical properties of
epoxy/graphene composites. They added rGO fillers in the epoxy matrix up to 0.2
wt % and mixed one sample with a ball mill to achieve better dispersion. The results
showed that highly dispersed rGO fillers presented better elastic modulus and tensile
strength compared to poorly dispersed fillers. Moreover, materials become more
resistant to fracture with higher additive dispersion.

Zhao et al. [49] compared the performance of pristine graphene and epoxide-
functionalized graphene oxide (G-EP) in terms of improving the mechanical
properties of epoxy. They added up to 5% filler in the epoxy matrix and tested the
tensile strength, Young's Modulus, and elongation at break values. They concluded
that functionalized graphene has higher reinforcement efficiency as compared with
pristine graphene. 124% improvement was reported in Young’s modulus of epoxy
with the addition of G-EP fillers. EP functionalized graphene sheets have better

dispersion and adhesion properties in the epoxy matrix.

Aradhana et al. [50] experimentally investigated GO and rGO for the improvement
of epoxy mechanical properties. rGO has fewer oxygen-containing functional groups
than GO as a difference. According to the results, GO additives improved mechanical
properties more than rGO additives. They added 0.5% and 1% filler into the epoxy
matrix, and when the filler content reaches 1%, agglomerations start to form which
reduced filler efficiency. This is the major barrier to using large amounts of
reinforcement material. 29% improvement in Young’s modulus was achieved when

0.5% GO was used.

Rahman and Haque [53] used MD simulations to investigate the effect of
agglomeration and dispersion in an epoxy-graphene system. They constructed
periodic cells containing three sheets of graphene, where one agglomerated and one
dispersed within representative epoxy molecules. Each cell had less than 3%
graphene by weight. Open-source molecular dynamics code LAMMPS [54] was
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used for MD calculations. The epoxy-graphene system was equilibrated by MD
simulations using NVT and NPT ensembles. Then the cell was deformed in xx-yy-
zz directions. Stress-strain responses were plotted and it was concluded that
dispersed graphene sheets have a higher aspect ratio and agglomeration decreases

Young’s Modulus values of the epoxy-graphene system.

Mechanical properties of epoxy-graphene nanocomposites were investigated by Shiu
and Tsai [51] with MD simulations. They built cells containing epoxy and graphene
or graphene oxide fillers with a weight fraction of 18%. GO fillers contained only
epoxy and hydroxyl functional groups. MD simulations effectively demonstrated the
positive effect of the dispersion of graphene sheets and functional groups. MD
simulations at NVT and NPT ensembles were sequentially performed for
calculations. Young's modulus of the nanocomposite increased with interactions
between oxygen-containing groups and epoxy. Dispersed GO sheets possess the

maximum reinforcement performance with higher interaction energy.

In the study of Yarahmadi et al. [52] the effect of the size of the graphene and the
atomic ratio in epoxy on mechanical properties were investigated. They found that
graphene sheet with 25 A length have better mechanical performance compared with
smaller graphene structures. When the atomic ratio was increased from 1% to 5%
mechanical properties were enhanced. However, increasing the atomic ratio by 10%
causes the mechanical properties to deteriorate which indicates there should be an

optimum amount of filler content for higher performance.
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CHAPTER 4

COMPUTATIONAL METHODOLOGY

Interaction energies between the components and the mechanical properties of the
epoxy/GO nanocomposites are dependent on the composition and stoichiometry of
epoxy monomer and curing agent, the crosslink density of epoxy, the number and
type of functional groups on GO and the mass percentage of the filler in epoxy. These
key parameters have to be optimized to increase the performance of the filler and
nanocomposite. First principle calculations and molecular mechanics methods were
used in this study to demonstrate the contribution of these parameters on interaction
energies and Young’s Modulus values. Computational studies can provide insight
into the understanding of the chemical basis of reinforcement by the addition of GO
filler. By using computational methods, it is possible to identify which functional
groups improve interactions, adhesion and dispersibility significantly. In addition, it
can be determined which of the functional groups on the epoxy structure gives the
strongest interaction with the functional groups of GO fillers at the interface. Mixing
energies were calculated to investigate the miscibility behavior of selected pairwise
interactions between the components of Gr/GO-epoxy nanocomposites. Interaction
energies were calculated by starting with more accurate DFT calculations using
smaller representative models, and then MD simulations were performed for larger
systems. MD simulations were performed to study the effect of type, size and mass
percentage of Gr/GO filler on the Young’s Modulus values. At last, radial
distribution function analysis was performed for further analysis for the investigation
of the main interactions of the functional groups in the equilibrated system to
elucidate which interactions are mainly responsible for the reinforcement and

mehanical property enhancements.
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4.1  First Principle Calculations

DFT calculations were performed to study the accurate interaction energies between
the functional groups on GO and the selected groups of the epoxy chain. Initial
structures were prepared for small graphene and GO sheets which had only hydroxyl
or epoxy functional groups on their surface as well as carboxylic acid or two carbonyl
groups at the edges were represented in Figure 4.1. Functional groups of epoxy
structures were selected as dimethyldiphenyl (DMDP), diamine, dialcohol,
phenyletheralcohol, epoxy end group and aminealcohol were given in Figure 4.2.
The most probable interactions were predicted and possible molecule configurations
were constructed as initial structures using these molecules in Gaussian09. [55] More
than one initial structures were prepared and geometry optimization calculations
were performed for all these pairwise interactions, where one epoxy functional group
has different possible configurations with graphene or GO. M06-2X functional
which was developed by the Truhlar group in Minnesota [56] was selected for DFT
calculations. It is one of the best performing global hybrid functional for nonbonding
interactions. To include the correct asymptotic behavior of London dispersion in the
long intermolecular distance regime, Grimme’s D3 dispersion correction term [57]
was added with the EmpiricalDispersion=GD3 command in Gaussian09. [55]
Moreover, wB97XD functional which was developed by Chai and Head-Gordon was
also used for the comparison of results. [58] 6-31+G(d) basis set which was
developed by Pople [59] was selected for intermolecular interaction calculations.
Basis set superposition error (BSSE) is an important correction parameter to consider
for the calculation of intermolecular interactions. This error occurs due to the mixing
of basis set functions of spatially close atoms and fragments that can result in
artificial lower energy. [60] The counterpoise correction method was used to
eliminate BSSE error where ghost orbitals with no protons or electrons were used to

determine the mixed basis set functions.
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Figure 4.1. Graphene structures used for DFT calculations a) graphene (Gr) b) GO
with hydroxyl group (Gr-OH) ¢) GO with carboxylic acid group (Gr-COOH) d) GO
with epoxy group (Gr-epo) e) GO with carbonyl groups-zigzag (Gr-diketonel) f) GO

with carbonyl groups-armchair (Gr-diketone2).

Figure 4.2. Possible functional groups in epoxy chains a) Epo-DMDP b) Epo-
diamine c) Epo-dialcohol d) Epo-phenetheralcohol €) Epo-epoend f) Epo-

aminealcohol.
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Selected atom groups are depicted for one of the DFT based interaction energy

calculation in Figure 4.3 as two groups to identify the interacting molecule pairs.

ja Group 1

Figure 4.3. Selection of interacting functional groups for DFT calculations.

4.2  Classical Monte Carlo and Molecular Dynamics Methods

Classical Monte Carlo and Molecular Dynamics simulation methods were used to
investigate the interaction energies and Young’s Modulus values of different epoxy-
graphene/graphene oxide nanocomposite systems. Large systems containing
thousands of atoms can be studied by using classical mechanics methods and
simulations which are theoretical in-silico experiments to mimic real-life in-situ
experiments. MD simulations can reveal how functional groups of GO can affect
mechanical characteristics at the molecular level details including bonded and non-
bonded interactions as well as optimization of the parameters for improved filler
dispersibility in the polymer matrix. Moreover, these interactions can be examined
independently per functional group type and number, and the composition of
representative epoxy chains. To demonstrate these effects, epoxy chains containing
varying epoxy:hardener ratios and GO structures containing different numbers and

types of functional groups were modeled in this study.
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4.2.1 Calculation of Mixing and Pairwise Binding Energies Based on the

Molecular Mechanics Calculations

Flory-Huggins [61] model is a well-known theory that represents the miscibility
behavior of the binary systems. Free energy of mixing per mole (AGmix) was

calculated from Equation 4.5.

AGrix i bj
RT n_iln¢i + n—jln¢j + XPid; (4.5)

Where R is the gas constant, T is the absolute temperature, y is the interaction
parameter. For the components i and j, nj and n; represents the degree of

polymerization, and volume fractions were given with ¢; and ¢;.

Interaction parameter () was calculated from Equation 4.6.

kT (4.6)
Where Enmix is the mixing energy and kg is the Boltzmann constant.

In this study, the miscibility behavior of the Gr/GO functional groups and epoxy
molecules was calculated by the combination of Flory-Huggins model and molecular
mechanics techniques. Coordination numbers and the binding energies for each
molecular pair were determined by performing Monte Carlo type minimizations of
a large number of cluster interactions. As a difference with Flory-Huggins theory,
the interaction parameter was explicitly calculated depending on temperature by
using Boltzmann factor, exp (-E/RT). Moreover, molecular simulations were used to
determine coordination numbers for each molecular pair and the molecules were not
placed on a regular lattice. [62] To accurately represent the behavior of a real chain,
the head and tail atoms of a polymer backbone are chosen to not interact. Geometry
optimizations were performed by using semiempirical PM6 calculations. Merz-
Kollman based ESP algorithm [63] for B3LYP basis set at DNP level was used to

calculate atomic charges of geometry optimized structures. Tkatchenko-Scheffler
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(TS) [64] parameters were applied for vdW dispersion and hydrogen bonding
corrections. The average binding energy at room temperature was calculated by
creating 107 different block configurations and using the average of the weighted
distribution function (Pjj), which was shown in Equation 4.8.

E
dE E P,;(E)e RT

(Bypy = 1AL E Py (Ee T @.7)
de Pij(E)e_ﬁ

Mixing energy, which is the difference in free energy due to the interaction between
the mixed and pure state was given in equation 4.8. It was calculated by forming 10°

clusters.
1
Enix = E(Zij(Eij)T + Zji(Eji)r — ZiSEi)r — Zji{Ejj)7T) (4.8)

where Ejjis the binding energy and Z is the coordination number.

Additional possible GO structures to the ones given in Figure 4.1, were also
investigated to calculate mixing energies and pairwise binding energies for hydroxyl
and carbonyl groups for different configurations. These structures were given in

Figure 4.4.

Figure 4.4. GO structures for mixing energy calculations a) GO with hydroxyl
groups at same side (Gr-OH2), b) GO with one hydroxyl group at edge (Gr-OH3),
c¢) GO with carboxylic acid group at corner-edge (Gr-COOH2) d) GO with
carboxylic acid group at zigzag-edge (Gr-COOH3).
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4.2.2 Effect of the Number of Oxygen-Containing Functional Groups on

the Interaction Energies

In this section, change in the interaction energy was investigated for fix the
composition of epoxy chains, while systematically increasing the amount of oxygen-
containing functional groups on the GO surface. Epoxy models were created
according to the possible reactions and ratios between repeat units as a first step for
the MD simulations. The representative molecule method was used to build epoxy
molecules since this method has been proven to give results very close to
experiments by different researchers. It is also computationally effective to utilize
the same epoxy molecules for every calculation which can generate consistent results
while changing the type and number of GO functional groups. Crosslinking ratio was
determined by dividing occupied reaction sites by the number of possible reaction
sites of the DETA molecule. DETA molecule has five reaction sites including
primary and secondary amine groups. Therefore, each DETA molecule can react
with five DGEBA molecules to generate a fully crosslinked structure. This ratio was
calculated by modeling the first representative epoxy molecule model manually
which was shown in Figure 4.5. This structure has ten DGEBA and four DETA
molecules with a 65% crosslinking ratio and it was mainly used in this study for

building nanocomposites containing different GO structures.

Figure 4.5. Representative epoxy molecule DGEBA:DETA = 10:4.
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As a next step, an infinite-sized periodic graphene or graphene oxide sheet was
placed at the center of a 46x46x120 A3 sized super cell to investigate the effect of
the number of functional groups on the interaction energies and mechanical
properties. It should be noted that graphene sheets can have more than 100 nm sizes
that can be accepted as infinite surfaces for the MD simulations. Hydroxyl and epoxy
functional groups were present only on the surface of these GO structures since the
Lerf-Klinowski GO model [18] predicts that carbonyl and carboxyl groups are
primarily located at the edges. Graphene oxide models contain 836 carbon atoms for
each cell. Epoxy and hydroxyl groups were attached on both sides of the GO surface
randomly at different oxygen ratios. GO structures with oxygen percentages of 0%,
5%, 8%, 10%, 13%, 15%, 18% and 20% were prepared and some of them were given
in Figure 4.6 as a representation. GO sheets were used for interaction energy
calculations since they possess a larger surface area and can represent the interactions

with epoxy functional groups more clearly.

oo

Figure 4.6. GO structures under periodic boundary conditions with a) graphene with
0% oxygen, b) GO with 5% oxygen, ¢) GO with 10% oxygen, d) GO with 13%
oxygen, ) GO with 15% oxygen.
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MAPS software package (Materials and Process Simulations, Version 4.4)
developed by Scienomics which provides a direct interface for the LAMMPS
software was used to build and simulate models. Initial conformations were
generated within the Amorphous Builder. Amorphous cells containing disorganized
polymer conformations were created with a method developed by Theodorou &
Suter [65] which uses the Monte Carlo sampling method and minimizes close contact
between atoms to build structures with realistic conformations. Position, orientation
and torsion values for input molecules were added in a stepwise manner for each
molecule and every molecule was positioned accordingly into the cell. Torsion states
are considered continuous and every conformational state is defined by a torsion
potential by using the parameters of the selected force field. The maximum number
of attempts to load all epoxy model chains into the cell was selected as 2000 steps.

The initial density was defined as 0.6 g/cm3, the final temperature was selected as
298 K and there was no external pressure during the packing procedure. After
building at least 50 cells for every structure, geometry optimization was performed
for a maximum of 10000 iterations for each cell with energy convergence criteria of
0.001 kcal/mol and force criteria of 0.5 kcal/mol/A. Structures with the lowest
potential energy configurations were determined to prevent energy fluctuation errors
during the MD simulations. For the electrostatic summation method, the PPPM
method was selected since it gives faster results for large systems at high CPU units
compared to the Ewald summation method. The cut-off distance was selected as 12.5

A for non-bonded vdW interactions.

After the selection of the composite cell structures with the lowest potential energies
for each set, MD simulations were performed with the open-source software package
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator).[54] The
simulations were run at TUBITAK ULAKBIM, High Performance and Grid
Computing Center (TRUBA resources) at levrek grid.

As a force field, SciPCFF (Scienomics Polymer Consistent Force Field) was used

since it contains bonded and non-bonded parameters for all atom types and functional
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groups in epoxy and graphene oxide. Moreover, this force field enables modeling of
the cell structures with the density, mechanical and other physical properties having
close values with the experimental data. SCiPCFF is a consistent Class Il force field
parameterized by using quantum chemical calculations and experimental data using
the improved set of molecular interaction equations as PCFF. [66] However, the 9-6
Lennard-Jones (LJ) potentials and the bond increment parameters from COMPASS
[34] are also included in the SciPCFF equations as an improvement. MD simulations
were performed at the NPT ensemble at 298 K temperature under 1 atm pressure.
The Nose/Hoover thermostat and barostat method was used to keep the temperature
and pressure constant with the fixed shape of the cell. 5000 ps simulations were
performed with a 1 fs time step for all cells where density, energy and temperature
were validated at the end of each simulation.

Potential energy including bonded, non-bonded and electrostatic terms was
calculated for the nanocomposite system, epoxy molecules and periodic GO
structures separately to determine the interaction energy. Interaction energies were
calculated by subtracting the total energy of epoxy molecules (Eepoxy) and GO (Eco)

molecules from the total energy of the system (Esystem) as given in Equation 4.1.

(4.1)

kcal [kcal [kcal]

Interaction Energy [ = Esystem il ™ (Egpoxy + Ego)

mol mol

4.2.3 Effect of the Epoxy:Hardener Ratio on the Interaction Energies

In this part, different epoxy representative structures having different
epoxy:hardener ratios were used in simulations. Epoxy molecules with different
DETA:DGEBA ratios were used to build nanocomposite structures containing
periodic GO sheets with an increasing number of functional groups. Five pre-
crosslinked epoxy structures used in the MD simulations were given below in Figure
4.7. To build molecules of nearly equal size, the total number of DETA and DGEBA
molecules is kept constant at 18. For this part, periodic GO sheets containing epoxy

and hydroxyl functional groups with oxygen percentages of 5%, 12% and 18% were

46



used for calculations. It was aimed to observe the effect of the DETA:DGEBA ratio
on interaction energies and mechanical properties for low, medium and high oxygen
amounts on GO. Cells were constructed with 0.5 g/ cm? initial density and the same
geometry optimization and MD simulation methodology were followed as given in

the previous section.

Figure 4.7. Representative epoxy molecules a) DETA:DGEBA = 4:14, 85%
crosslinked b) DETA:DGEBA = 5:13, 68% crosslinked ¢) DETA:DGEBA = 6:12,
56% crosslinked d) DETA:DGEBA = 7:11, 49% crosslinked ¢) DETA:DGEBA =
8:10, 38% crosslinked.
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4.2.4 Effect of GO Type on the Interaction Energies

Chemical composition of GO was controlled according to the experimental data
provided by our industrial collaborator and the same type of the representative epoxy
chain was used for investigation of interaction energies in this section. Since the
experimental GO structure contains carbonyl and carboxylic acid functional groups
at the edges, small GO representative structures were built to study the effect of these
functional groups located at the edges. Graphene structures were constructed at 2.4
nm size which was determined for end-to-end C-C distance, containing 252 carbon
and 44 hydrogen atoms with a molecular mass of 3071.12 g/mol. Hydroxyl, epoxy,
carboxylic acid and carbonyl functional groups were randomly located on the GO
structure with the oxygen atomic ratios at 6%, 13% and 18% as shown in Figure 4.8.
GO structures containing 13% oxygen (AA90) and 18% oxygen (AA50) were built
by using the experimental data provided by Nanografi Company. Fourier-transform
infrared spectroscopy (FTIR) and X-ray photoelectron spectroscopy (XPS) method
were used to determine the compositions of the samples. The percentages of all
functional groups in the structures were given in Table 4.1. Cells were built with the
size of 46x46x90 A and one sheet of graphene or GO was placed in the middle of
the cell as shown in Figure 4.9. Representative epoxy molecules containing ten
DGEBA and four DETA molecules were packed into the cell with 0.5 g/cm? initial
density. The same geometry optimization and MD procedure were followed as given

in the previous sections.

Table 4.1. Chemical compositions of GO structures.

GO with 6% GO with 13% GO with 18%
Oxygen oxygen (AA90) oxygen (AA50)
0O (%) 6 13 18
C (%) 94 87 82
-OH (%) 40.0 45.9 37.8
C-O-C (%) 40.0 41.8 40.1
C=0 (%) 13.3 10.7 18.6
-COOH (%) 6.7 1.6 3.5
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Figure 4.8. Gr and GO filler structures as a) graphene, b) GO with 6% oxygen c)
GO with 13% oxygen (AA90) and d) GO with 18% oxygen (AA50).

a) b)

Figure 4.9. Molecular Model for a) Cell containing 1 sheet of GO (AA50) b) cell

after packing with representative epoxy molecules.
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4.2.5 Effect of GO Type and Mass Percentage on the Young’s Modulus

and the Interaction Energies

To study the effect of the type and mass percentage of the filler, larger cells with
85x85x85 A dimensions were prepared to contain GO fillers with 2%, 4%, 6% and
8% by weight. AA50 and AA90 GO sheets containing different amounts of oxygen-
containing functional groups were packed into the cells randomly and the same
representative epoxy molecule containing a DETA:DGEBA ratio of 4:10 were
packed into this cell with 0.5 g/cm? initial density. Nanocomposite structures with
various filler percentages prepared by increasing the number of GO sheets were

given in Figure 4.10.

Figure 4.10. Epoxy-GO nanocomposites with a) 2 wt% filler b) 4 wt% filler ¢) 6

wit% filler d) 8 wt% filler.
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Geometry optimizations were performed for each cell with 5000 iteration steps by
optimizing the atomic coordinates without cell parameter optimization. 50
amorphous cell structures were built for each set and structures with the lowest
energy configurations were selected as initial structures for performing MD
calculations. 5000 ps simulation at the NPT ensemble was performed at 1 atm and

298 K similar to the previous sections.

For Young’s Modulus calculations, the final trajectory was used for analysis.
Young’s modulus was calculated with the constant strain method. [65] Maximum
strain amplitude was selected as £0.003 with the number of strains as 4. Structures
were pre-optimized while keeping the cell parameters constant to obtain the lowest

energy configuration and prevent incorrect results.

Elastic Modulus or Young’s Modulus is calculated by the ratio of the stress to strain
and gives the material’s resistance to elastic deformation. [67] The strain tensor is
defined with Equation 4.2.

€11 €12 €13

g=|¢€1 €22 €23 (4.2)
€31 €32 €33

Moreover, the stress tensor can be determined by selecting a constant number of

atoms and temperature as the change in free energy with respect to strain. The stress

tensor (o) is calculated by:

N
1 1
c=-y E (mvv;" + E(riFiT + Fri")) (4.3)
i=1

Where mi; is the mass, vi is the velocity, r; is the position, F; is the force of particle i,

V is volume and N is the number of particles.

Generalized Hooke’s law can be used to describe the stress-strain behavior of the

material and it is given in Equation 4.4.

0; = Cijg; (4.4)
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The stress vector is represented by oi in the VVoigt notation of the stress tensor, while

the strain vector is represented by ;. Cjj is the 6x6 stiffness matrix.

Moreover, the effect of dispersion on interaction energies was investigated by
integrating stacked GO sheets in the cell. AA90 structures tend to aggregate more
than AA5O since they contain fewer oxygen-containing functional groups. Thus, the
AAOO structure was selected for preparing configurations with four layer pi-stacked
sheets and two layer pi-stacked sheets, which were given in Figure 4.11. The weight
percentage of the samples was fixed to 8 wt% and compared with the dispersed GO

configurations.

g XV ST -

Figure 4.11. Cell models with stacked GO structures a) two layer pi-stacked b)

four layer pi-stacked
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4.2.6 Effect of Epoxy:Hardener Ratio on the Young’s Modulus and the

Interaction Energies

Different representative epoxy molecules with DETA:DGEBA ratios of 4:14, 5:13,
6:12, 7:11 and 8:10, given in Figure 4.5, were used in this part of MD simulations to
investigate the effect of epoxy:hardener ratio on the Young’s Modulus values. GO
type was fixed for this part and GO model named AA50 was used for construction
of nanocomposites. Three AA50 sheets were placed into the cell with a 6 wt% ratio,
similar to Figure 4.8c. 85x85x85 A sized cells were built with 0.5 g/cm?® density and
5000 ps NPT dynamics was performed at 1 atm and 298 K to equilibrate the
structures. Interaction energy and Young’s Modulus values were calculated by

following the same procedure given in the previous sections.

4.2.7 Effect of the Size of the Filler on the Young’s Modulus and the

Interaction Energies

Three GO structures with different-size were prepared to investigate the effect of
filler size parameters on Young’s Modulus and interaction energies. The type of the
representative epoxy molecule was fixed with the model which has DETA:DGEBA
ratio of 4:10. Figure 4.12 was demonstrating the developed GO structures, which
have 252, 132 and 66 carbon atoms with the size of 2.4 x 2.4 nm, 2.4 x 1.2 and 1.1
x 1.2 nm. Relatively small sized GO structure has 14, medium sized GO structure
has 28 and large sized GO has 56 oxygen-containing functional groups which were
randomly attached on the surface and the edges which is 21% oxygen for every
structure. 85x85x85 A cells containing 2, 4 and 8 GO fillers were prepared by
keeping the total oxygen amount of the system constant which was given in Figure
4.13. Amount of GO in the system is 7 wt%. The same MD calculation procedure
was followed similarly to the previous sections and Young’s Modulus and

interaction energies were calculated for each nanocomposite system.
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Figure 4.12. GO models with a size of a) 2.4 x 2.4 nm (GO252) b) 2.4 x 1.2 nm
(GO132) c) 1.1 x 1.2 nm (GOG66).
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Figure 4.13. Cell models containing a) 2.4 x2.4nm, b)2.4x1.2nmandc) 1.1 x 1.2
nm GO fillers.
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CHAPTER 5

RESULTS & DISCUSSION

5.1 Density Functional Theory (DFT) Calculations

DFT calculations were performed to investigate the interactions between Gr/GO
functional groups and different groups on the epoxy chains. These calculations were
performed for the structures given in Figure 4.1 and Figure 4.2. Counterpoise
corrected complexation energy results were summarized in Table 5.1 for two
different functionals. The strongest interaction energy was observed between Gr-
COOH group at the edges and Epo-dialcohol group for both two DFT functionals
used for the calculations. Optimized structures were depicted in Figure 5.1 where the
atomic distances were given in the units of Angstrom (A). Three separate hydrogen
bonds were determined between oxygen groups of Gr-COOH and hydrogens of
epoxy -OH groups, and between the hydrogen group of Gr-COOH and nitrogen of
the epoxy amine group. One of these interactions was very strong in that there was a
shared proton that can be transferred from the carboxylic acid to the amine group as
given in Figure 5.1a and Figure 5.1b. Calculations showed that there are two possible
geometries for the interaction between Gr-Epo and Epo-dialcohol where proton
stayed on the —COOH edge of the GrO and proton is transferred to the amine group
on epoxy. Second one is slightly more stable that resulted in the formation of
carboxylate anion group and ammonium cation leading to the highly increased
intermolecular interaction between counterparts. The second strongest interaction
was observed between Gr-OH and Epo-aminealcohol as given in Figure 5.1c. There
were also two hydrogen bonds between the nitrogen of the epoxy amine group and
hydrogen of the Gr-OH group, as well as between the hydrogen of the epoxy -OH
group and oxygen of the Gr-OH group.
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Table 5.1. Interaction energies between GO functional groups and epoxy functional

groups by using two different DFT functionals at 6-31g(d) basis set.

Graphene Part Epoxy Part Bt (E(I\élgl?ngf) D3) E"(';(((\;;Bﬂgf)[))

Epo-dialcohol -12.20 -15.20
Epo-aminealcohol -15.27 -17.80
Gr Epo-diamine -11.50 -13.35
Epo-DMDP -13.50 -17.31
Epo-epoend -13.53 -16.14
Epo-phenetheralcohol -16.19 -19.08
Epo-dialcohol -23.48 -25.41
Epo-aminealcohol -24.07 -25.97
Gr-OH Epo-diamine -21.36 -22.96
Epo-DMDP -12.44 -15.00
Epo-epoend -15.45 -16.57
Epo-phenetheralcohol -18.53 -20.53

Epo-dialcohol -28.75 (-134.13)* -29.67 (-133.82)*
Epo-aminealcohol -15.76 -17.03
Epo-diamine -20.23 -20.74
Gr-COOH Epo-DMDP -13.50 -17.18
Epo-epoend -16.01 -16.30
Epo-phenetheralcohol -18.24 -19.77
Epo-dialcohol -10.96 -16.75
Epo-aminealcohol -13.89 -15.66
Epo-diamine -11.87 -12.89

Gr-epo

Epo-DMDP -14.94 -17.54
Epo-epoend -14.10 -16.39
Epo-phenetheralcohol -12.50 -13.89
Epo-dialcohol -20.87 -23.51
Epo-aminealcohol -20.83 -22.30
. Epo-diamine -12.85 -14.12
Gr-diketonel Epo-DMDP 1841 719.62
Epo-epoend -14.12 -16.19
Epo-phenetheralcohol -19.03 -24.70
Epo-dialcohol -16.82 -17.18
Epo-aminealcohol -17.98 -20.23
. Epo-diamine -11.65 -12.52
Gr-diketone2 Epo-DMDP "14.86 17.05
Epo-epoend -13.25 -15.16
Epo-phenetheralcohol -19.03 -20.62

* Interaction energy after the proton transfer from Gr-COOH to the amine group.
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Figure 5.1. Hydrogen bonds and atomic distances between Gr-Epo and Epo-
dialcohol by using M06-2X functional a) proton is close to the -COOH on GrO b)
proton transferred to the amine group on epoxy. Hydrogen bonds and atomic
distances between Gr-OH interaction with Epo-aminealcohol by using c) M06-2X
functional d) wB97XD functional.

Hydrogen bonding and lowest atomic distances for the optimized geometries were
given for each possible set of pairs from Figure 5.2 to Figure 5.7. The weakest
interactions were observed mainly for the pristine unmodified graphene structure and
Gr-epo structures in interaction with different epoxy functional groups.
Intermolecular distances were significantly higher for these weak interactions. All
the intermolecular distances are higher than 2.7 A for graphene intermolecular
interactions as given in Figure 5.2 since graphene has not any functional groups on
its surface to interact with epoxy functional groups. Since there are polar groups such
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as alcohol, amine and ether on the epoxy resin, non-polar functional groups on the
graphene cannot enhance the intermolecular interactions. For the Gr-OH structures
given in Figure 5.3, the hydrogen bond distance between atoms is as low as 1.7 A
and the intermolecular interactions were increased. For this part, Gr-OH and Epo-
DMDP provide the lowest interactions as expected, since phenyl and methyl groups
on the epoxy functional group do not have any oxygen or amine atoms in their
structure and they could not form any hydrogen bonds. The highest interaction
energies were observed when two hydrogen bonds were present between Gr-OH and
nitrogen and oxygen atoms of epoxy chains. Gr-COOH has the highest interaction
energies since -COOH has both hydrogen bond donor proton and hydrogen bond
acceptor oxygen atoms to form hydrogen bonds. When the number of -NH and -OH
groups were increased on the epoxy chain, interactions can be increased. Similarly,
the highest distance and lowest energy were observed with Epo-DMDP since there
were not any hydrogen bonds present as given in Figure 5.4. For Gr-Epo structures
in Figure 5.5, atomic distances were higher and interaction energies were lower
compared to the Gr-OH and Gr-COOH since they are less polar groups. A significant
increase in the interaction energies was not observed for Gr-Epo structures compared
with the interactions of pristine graphene with epoxy functional groups. For two
different configurations of carbonyl groups as given in Figure 5.6, Gr-diketonel
provided higher interaction energies compared to Gr-diketone2. The location of
carbonyl groups on the zigzag edge is more suitable for the formation of two
hydrogen bonds compared to the two neighboring carbonyl groups on the armchair
edge due to the closer distance. It should be noted that these results are only for
epoxy, thus different polymers can form different intermolecular interactions with
GO. It can be speculated that the GO structure should have more polar groups to
form strong interactions with the polar polymers such as polyurea that have many
polar units. Epoxy resin that has average polarity with both polar and nonpolar
groups on it requires an average amount of polar functional groups on GO. This
means that companies should include different GO structures in their products to be

used as filler for different polymers.
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Figure 5.2. Atomic distances between Gr and a) Epo-dialcohol b) Epo-diamine c)

Epo-aminealcohol d) Epo-epoend e) Epo-phenetheralcohol f) Epo-DMDP.
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Figure 5.3. Hydrogen bonds and atomic distances between Gr-OH and a) Epo-
dialcohol b) Epo-diamine c¢) Epo-aminealcohol d) Epo-epoend €) Epo-
phenetheralcohol f) Epo-DMDP.
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Figure 5.4. Hydrogen bonds and atomic distances between Gr-COOH and a) Epo-
dialcohol b) Epo-diamine c¢) Epo-aminealcohol d) Epo-epoend €) Epo-
phenetheralcohol f) Epo-DMDP.
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Figure 5.5. Hydrogen bonds and atomic distances between Gr-Epo and a) Epo-
dialcohol b) Epo-diamine c¢) Epo-aminealcohol d) Epo-epoend €) Epo-
phenetheralcohol f) Epo-DMDP.
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Figure 5.6. Hydrogen bonds and atomic distances between Gr-diketonel and a)
Epo-dialcohol b) Epo-diamine c) Epo-aminealcohol d) Epo-epoend e) Epo-
phenetheralcohol f) Epo-DMDP.

63



Figure 5.7. Hydrogen bonds and atomic distances between Gr-diketone2 and a)
Epo-dialcohol b) Epo-diamine c¢) Epo-aminealcohol d) Epo-epoend e) Epo-
phenetheralcohol f) Epo-DMDP.
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Although there are some differences observed for the two interaction energies used
in the DFT calculations for different DFT functional, the geometry optimized
structures were compared for these structures such as for the one given in Figure 5.8
and only slight structural differences were observed for the atomic distances between

these two functionals even when different interaction energies were calculated.

3009 2.698 13.035 3061 2726 ..-"::3'05 !

Figure 5.8. Comparison of atomic distances for different functionals wB97XD
(right) and M06-2X-D3 (left).
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It should be noted that for the epoxy group to be stable on the graphene model
surface, graphene size should be large enough as given in Figure 5.9. For small
graphene representative models, ether group formation was observed due to C-C
bond dissociation, indicating that a larger conjugated system is required to model
GroO.

Figure 5.9. Geometry optimized structure for the epoxy group on the graphene
surface for model with a) 54 carbon b) 120 carbon.

5.2  Classical Monte Carlo and Molecular Dynamics Methods

521 Mixing Energy Calculations between the Components of Epoxy-GO
Nanocomposites

Although DFT calculations are more accurate to calculate pairwise interaction
energies and atomic distances, they only contain one-to-one binary interactions and
they do not include self-interactions of the molecules and coordination numbers. To
include the effect of coordination numbers and self-interactions for these
calculations, mixing energies were calculated by using pairwise self and
intermolecular binding energies by generating a large number of molecular clusters
via molecular mechanics methods. Although Eij binding energies are all negative
which indicates attractive interaction between the epoxy chains and GO surface, Ei.i

and Ej. self-binding energies were also negative that give positive mixing energy as
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a result. The main reason for the positive mixing energy is the significantly strong
self-interaction of GO sheets. Gr-OH and Gr-OH2 structures had the lowest positive
mixing energies with functional groups of epoxy chains due to their high polarity.
The second lowest positive mixing energies were observed for Gr-epo structures that
are different compared to the DFT calculations. Gr-epo structures had one of the
lowest interactions with epoxy functional groups in DFT calculations due to the lack
of hydrogen bonds. When Ei; self-binding energies for GO structures were
compared, the highest (least negative) energies were found for Gr-OH and Gr-epo
self-interactions, indicating that repulsion occurred within these functional groups
that provide better mixing with other components. Thus, it was concluded that Gr-
OH and Gr-epo were important functional groups to prevent the agglomeration of
filler. Even though epoxy functional groups on GO are not suitable to improve
adhesion to epoxy chains, these groups are required on the graphene structure for
enhanced dispersion of the sheets. It is advantageous to use -OH functional groups
to improve the dispersion of the filler as well as adhesion to the epoxy matrix. Gr-
OH functional groups with two -OH groups on both sides of the graphene sheets had
lower mixing energy than Gr-OH2 which has two -OH functional groups on the same
side of the graphene sheet. When the -OH group was located at the edge of the
graphene, the mixing energy was increased. Therefore, -OH groups performed better
in improving dispersion when they were positioned on the surface of the graphene
sheet and both sides if possible. Moreover, Gr-COOH structures provide the third
lowest mixing energies. These groups were also capable of forming strong hydrogen
bonds as observed by the DFT calculations and RDF analysis will be given in the
MD simulations. Thus, increasing the amount of these groups also favors improved
filler performance. Pristine graphene structures had lower mixing energies with
relatively nonpolar parts of the epoxy chains such as Epo-epoend and Epo-
phenyletheralcohol since there were similar phenyl and benzene rings on those
structures. Gr-COOH provided the lowest positive mixing energy when -COOH
functional groups were located on the armchair edge of the graphene. Mixing energy

decreased when -COOH was located at the corner of the graphene oxide, and it
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decreased more when it was located on the zigzag edge of the graphene oxide
structure. Besides, carbonyl groups had the highest mixing energies and Ei.i self-
binding energies of graphene sheets. Carbonyl functional groups can be used to
improve the affinity with epoxy chains but their contribution to filler dispersion was
very limited. Figure 5.10 was representing some of the low energy configurations
for pristine graphene sheets and graphene sheets containing oxygen functional
groups. The distance between the two graphene sheets was the closest due to their
tendency to mix. The distance between Gr-OH and Gr-epo was higher than the other
functional groups since they have lower mixing energies. As a result, it was
determined that graphene self-interaction is one of the most important parameters for

the homogeneous mixing between the components.

Figure 5.10. Distances between graphene functional group pairs. a) Gr-OH b) Gr-
Epo ¢) Gr-COOH d) Gr-diketone2 e) Gr.
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Table 5.2 Results for mixing energy (Emix) and its components including pairwise
binding energies (Ei.i, Eij and Ej;) and coordination numbers (Zi.i, Zij, Zj-i and Zj-i)

calculated for selected molecule configuration pairs. (by ESP based atomic charges)

- : Emi Eii Eij Eij N

: J (kcalr/nn:)c()I) (kcal/lmlol) (kcal/ln{ol) (kcal)n{ol) Zii | Zij | Zji | Zii

Gr-OH Epo- 109 | -176 | -75 | 24 |56 |81 |38 |56
epoend

Gr-OH Epo- 152 | 176 | 76 | -28 | 56|71 |36 |46

phenetheralc
Epo-

Gr-OH | o 174 | 176 | 71 | 24 |56 |67 |39 47

Gr-OH Epo- 185 | -176 | -67 | 23 |56| 703848
aminealc

Gr-OH _Epo- 203 | -17.6 | 66 | -31 |56 |74 |37/|49
dialcohol

Gr-OH d_qu- 224 | <176 | 58 | -17 |56 |73 |32 43
lamine

- : Emi Eii Ei.j = NN e

: J (kcalr/nn:)c()I) (kcal/lmlol) (kcaI/In{oI) (kcaI}r’r{ol) Zii | Zij | Zyi | Zii

Gr-OH2 Epo- 376 | 317 | 96 | -24 |56|82]|38]56
epoend

Gr-OH2 Epo- 451 | 317 | 93 | 28 |56 | 71|36/ 46

phenetheralc

Gr-oH2 |  EPO- 509 | -31.7 | -82 | -31 |56 ]|74]37]49
dialcohol

Gr-OH2 Epo- 516 | -31.7 | -79 | 23 |56|70|38|48
aminealc

Epo-

Gr-oH2 | 517 | -31.7 | -80 | -24 |56 |68 39|47

Gr-OH2 d_qu- 500 | -31.7 | 63 | -1.7 | 56|74 |32|43
lamine
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Table 5.2 (continued)

i J Emix Ei-i Ei-j Ej-j Zi-i Zi-j Zj-i Zj-j
(kcal/mol) | (kcal/mol) | (kcal/mol) | (Kcal/mol)
Epo-
Gr-epo epoend 47.7 -34.4 -9.3 -24 | 5681|3856
Gr-epo Epo- 553 | -344 | -89 | -28 |56 | 71|36 46
phenetheralc
Epo-
Gr-epo dialcohol 60.0 -34.4 -7.9 31 |56 (74|37 |49
Gr-epo Epo- 613 | -344 | 75 | -23 |56 |70|38 |48
aminealc
Epo-
Gr-epo DMDP 61.4 -34.4 -1.7 24 |56 |67 |39 |47
Gr-epo d_qu- 679 | 344 | 61 | -1.7 |56 |73|32|43
iamine
i J Emix Ei-i Ei-j Ej-j Zi-i Zi-j Zj-i Zj-j
(kcal/mol) | (kcal/mol) [ (kcal/mol) (kcal/mol)
Gr- Epo-
COOH epoend 63.9 -39.7 -9.0 24 | 56|82 ]| 38|56
Gr- Epo-
COOH | phenetheralc 68.4 -39.7 -9.2 -28 |56 |71 |36 |46
Gr- Epo-
COOH dialcohol 74.9 -39.7 -7.9 31 |56 |75]|36 |49
Gr- Epo-
COOH DMDP 75.4 -39.7 -7.8 -24 | 56 | 68|38 |47
Gr- Epo-
COOH aminealc 75.5 -39.7 -7.7 -2.3 56 | 7.0 | 3.7 | 4.8
Gr- Epo-
COOH diamine 83.0 -39.7 -6.1 -17 | 56 |74 |31 |43
i i Emi Ei-i Eij Ejj . . - .
: J (kcalr;nn:)él) (kcal/lmlol) (kcal/lrr{ol) (kcaI/JmJoI) Zii | Zij | Zji | Zji
Gr Epo- 67.6 -40.1 -8.6 -24 |56 |81]|38]|56
epoend
Gr Epo- 730 | 401 | 86 | 28 |56 |70 |36 |46
phenetheralc ' ' ' ' ' ' ' '
Gr _Epo- 775 -40.1 -1.7 -31 |56 |74]37 |49
dialcohol
Gr Epo- 780 | 401 | 74 | -23 |56 |69 |38 |48
aminealc
Epo-
Gr DMDP 78.6 -40.1 -75 24 | 56|67 |39 |47
Epo-
Gr diami 85.1 -40.1 -5.9 -1.7 56 | 7.3 | 3.2 | 4.3
iamine
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Table 5.2 (continued)

: : Emx | Eii | Ed | Ed | 2o | 2] 20 | 2o
: J (kcalr}qn:)él) (kcal/lmlol) (kcal/ln{ol) (kcaI}n{OI) Zii | Zij | Zii | Zii
Gr-OH3 eggé’n o | 718 | 418 | 87 | 24 |56|81 (38586
Epo-
Gr-OH3 phenetheralc 77.3 -41.8 -8.7 -2.8 56 | 70 | 3.6 | 4.6
Gr-OH3 diaEIESt']ol 818 | 418 | 78 | -31 |56 743749
Gr-OH3 arr'fifl‘e’{;lc 822 | 418 | -76 | -23 | 56|69 38|48
Gr-OH3 DI?\EI)(E)-P 82.8 -41.8 -7.6 24 56 | 6.7 | 39 | 47
Gr-OH3 diiﬁqoi;le 895 | 418 | -60 | -1.7 |56 | 733243
i J Emix Ei-i Ei-j Ej-j Zi-i Zi-j Zj-i Zj-j
(kcal/mol) | (kcal/mol) | (kcal/mol) | (kcal/mol)
Gr- Epo-
diketone2 epoend 74.3 -43.7 -9.2 2.4 56 | 81| 3.8 | 5.6
Gr- Epo-
diketone2 | phenetheralc 79.6 -43.7 -9.3 -2.8 56 | 71| 3.6 | 46
Gr- Epo-
diketone2 dialcohol 85.9 -43.7 -8.0 -3.1 56 | 74 | 3.6 | 49
_Gr Epo- 866 | -437 | 7.7 | 23 |56 |70 38|48
diketone2 aminealc
Gr- Epo-
diketone2 DMDP 86.9 -43.7 -7.8 2.4 56 | 6.7 | 3.8 | 4.7
Gr- Epo-
diketone2 diamine 94.4 -43.7 -6.1 -1.7 56 | 7.3 | 31 | 43
; ; Emi Ei-i Ei Ei-i . . - .
: J (kcalr;nn:)él) (kcal/lmlol) (kcal/lniol) (kcaI/JmJoI) Zii | Zij | Zji | Zji
Gr- Epo-
COOH2 epoend 75.4 -42.9 -8.6 -2.4 56 | 82 | 3.7 | 5.6
Gr- Epo-
COOQOH2 | phenetheralc 80.7 -42.9 -8.6 -2.8 56 | 71 | 35 | 4.7
Gr- Epo-
COOH2 aminealc 85.9 -42.9 -7.4 -2.3 56 | 7.1 | 3.7 | 4.8
Gr- Epo-
COOH2 dialcohol 86.0 -42.9 -7.6 -3.1 56 | 75 | 36 | 49
Gr- Epo-
COOH2 DMDP 86.3 -42.9 -7.5 2.4 56 | 6.8 | 3.8 | 4.7
Gr- Epo-
COOH2 diamine 93.0 -42.9 -5.9 -1.7 56 | 74 | 3.1 | 43
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Table 5.2 (continued)

: J (kcEaIr/nn:)él) (kcE/lr:ol) (kcE/lr-nJol) (kcE/Jr:ol) Zii | Zij | Zji | Zii
Gr- Epo-
COOH3 epoend 76.2 -43.7 -8.8 -2.4 56 | 82 | 38 | 5.6
Gr- Epo-
COOH3 | phenetheralc | 81.6 -43.7 -8.8 -28 |56 |71|36 ] 46
Gr- Epo-
COOH3 aminealc 86.9 -43.7 -7.6 -2.3 56 | 7.0 | 3.7 | 4.8
Gr- Epo-
COOH3 dialcohol 87.0 -43.7 -7.8 -3.1 56 | 7.5 | 3.6 | 4.9
Gr- Epo-
COOH3 DMDP 87.6 -43.7 -7.6 -2.4 56 | 6.8 | 3.8 | 4.7
Gr- Epo-
COOH3 diamine 945 -43.7 -6.0 -1.7 56 | 74 | 3.1 | 4.3

522 Effect of the Number of Oxygen-Containing Functional Groups on

the Interaction Energies

Interaction energies were calculated for five different cells containing continuous
periodic GO sheets with 0%, 5%, 8%, 10%, 13%, 15%, 18% and 20% oxygen
content and the same representative epoxy molecule (DETA:DGEBA=4:10).
Amorphous cells were created with low initial density at 0.6 g/cm® where 15
representative chains were packed into the cell to reach the target density. After the
construction of amorphous cells, geometry optimization was performed for 10000
steps to determine the lowest energy configurations. Lattice parameter optimizations
were also performed in this step and the size of the cell was decreased from
46x46x120 A%to 46x46x55 A2 and the density was increased between 0.9-1.0 g/ cm?.
Next, a 5000 ps MD simulation at the NPT ensemble was performed. As a
representation, the change of the density during geometry optimization and MD
simulation was given for the cell has GO with 18% oxygen amount in Figure 5.11.
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Figure 5.11. Equilibrated cell structure for a MD simulation.

The final density was between 1.0-1.1 g/ cm?® after geometry optimization and
stabilized during MD simulation for each cell as given in Figure 5.12. This density
is close enough to the experimental density of epoxy resin and constant density
confirmed that the system was equilibrated with this method. The temperature was
stable at around 298 K and pressure was fluctuating significantly around 1 atm
during the 5000 ps MD simulation time as given in Figure 5.13 and Figure 5.14
which validates the thermostat and barostat methods. The total energy and potential
energy for one of the systems were also demonstrated in Figure 5.15, which were

constant after 2500 ps.
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Figure 5.12. Density change for GO-Epoxy system with 18% oxygen during a)
geometry optimization and b) MD simulation.
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Figure 5.13. Temperature of GO-Epoxy system containing 18% oxygen during
MD simulation.
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Figure 5.15. Change of energy of GO-Epoxy system containing 18% oxygen

during MD simulation.
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Final density of the cell and interaction energy values between the Gr/GO and epoxy
functional groups were given in Table 5.3 and Figure 5.16. There was a considerable
increase of interaction energy up to 10% oxygen content in GO, however, there was
a slight increase of up to 18% oxygen content on GO structure due to the formation
of all hydrogen bonds with the limited number of functional groups at the interfacial
epoxy chains. Since there was a limited number of -NH and -OH groups on epoxy
chains to interact with GO functional groups, the increase in the interaction energy
was almost constant after the atomic percentage of 10% oxygen. Pure graphene has
the lowest interaction energy as expected between functional groups on epoxy. It can
be concluded that at least 10% oxygen-functionalized groups on GO were required
for the improved interaction energy with functional groups of epoxy. This interaction
energy between the filler and the polymer phase is responsible for the reinforcement
and mechanical property improvement. It should be noted that self-interaction of the
graphene is not included in these calculations which is a limiting factor for the

interfacial interaction and mechanical property enhancement.

Table 5.3 Interaction energies for increasing oxygen ratio on GO.

GO'?/;‘yge” 0% | 5% | 8% | 10% | 13% | 15% | 18% | 20%
Density | 108 | 100 | 106 | 101 | 106 | 1.00 | 103 | 1.00
(g/cm?)
Interaction
Energy | -52.0 | -682.9 | -1191.6 | -1220.4 | -1262.6 | -1253.0 | -1353.2 | -1348.0
(kcal/maol)
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Figure 5.16. Effect of increasing oxygen amount on GO on the interaction energy.

523 Effect of Epoxy:Hardener Ratio on the Interaction Energies

For the investigation of the effect of polar epoxy amine groups on the interaction
energies, five different epoxy molecules containing varying DETA:DGEBA ratios
were used in addition to the oxygen content in periodic continuous GO. When a
higher DETA amount was used, there would be a higher number of -NH groups
present in the system and DGEBA molecules would not be sufficient to saturate all
-NH groups. Thus, crosslink density decreases. In this section, interaction energies
between epoxy molecules with different amine ratios and GO structures with low,
medium and high oxygen content were investigated. Results were given in Table 5.4.
Nanocomposite systems were equilibrated with MD simulations as a similar method
to the previous section and the final density was reached between 0.9-1.1 g/cm®. The
final density was lower for higher oxygen amounts on GO characterized by the less
decreased cell size due to the repulsions by the polar -OH and C-O-C functional

groups on the periodic GO surface. As represented in Figure 5.17, interaction energy
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decreases with increasing DETA:DGEBA ratio for the 5% oxygen amount on GO.
On the contrary, interaction energy increases with increasing DETA:DGEBA ratio
for 18% oxygen amount on GO. Interaction energy results for nanocomposite
systems containing GO with 12% oxygen amount were between the two of them as
expected. These results are important to demonstrate that for enhanced interaction
energies, DETA:DGEBA ratio has to be high for high oxygen content on GO and it
has to be low for low oxygen content. One should know the oxygen content in the
commercial GO and DETA ratio in epoxy resin to improve interfacial interactions
where DETA:DGEBA ratio and oxygen content in GO control the reinforcement
together. As claimed previously, successful epoxy-GO nanocomposites can be

prepared in many different ways, by controlling the content ratios and their polarities.

Table 5.4 Interaction energies for increasing oxygen ratio on GO.

DETA 4 5 6 7 8
Epoxy DGEBA 14 13 12 11 10
Parameters
DETA:DGEBA 0.3 0.4 0.5 0.6 0.8
Crosslink % 85 68 56 49 38
Epoxy + Density 1.09 1.10 1.13 1.11 1.10
GO with Interaction
5% Oxygen Energy -1240.0 | -1157.5 | -777.3 | -693.7 | -139.8
(kcal/mol)
Epoxy + Density 1.01 1.00 1.03 1.00 1.03
G(ljz\(/;'th Interaction
o 0 Energy -1217.7 | -1074.7 | -856.7 -725.3 | -534.3
Xygen (kcal/mol)
Epoxy + Density 0.96 0.93 0.95 0.96 0.94
GO with i
18% Interaction
Oxygen Energy -888.5 | -1028.0 | -1111.5 | -1270.3 | -1400.5
(kcal/mol)
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Figure 5.17. Interaction energies for varying oxygen content
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524 Effect of Gr and GO Filler Types on the Interaction Energies

Interaction energies were calculated for the systems containing one sheet of Gr or
GO molecule with the size of 2.4 nm which contains epoxy and hydroxyl at the
surface, carboxylic acid and carbonyl functional groups at the edge. These functional
groups have a high affinity to interact with different parts of epoxy molecules
according to DFT and mixing energy calculations. Thus, the lowest interaction
energy was observed for graphene, and when the number of oxygen-containing
functional groups increased, interaction energy was also increased. Different from
the calculations performed for the periodic cell structure, interaction energy tends to
increase constantly as the oxygen percentage increases. The addition of edge
functional groups might be responsible for the difference in the increasing trend.
Density change during the 5000 ps simulation was also shown in Figure 5.18 for
AA50 GO structure as a representation. It should be noted that GO in the experiments
is in the 100 nm range and continuous periodic cell surface mimics the experimental

conditions better for interfacial interactions compared to the small size graphene.

/
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Figure 5.18. Density change during MD simulation (for AA50).
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Results were summarized in Table 5.5 and Figure 5.19. As compared with pristine

graphene, interaction energies were increased by 7%, 22% and 30% for the GO

structures of GO-6%, AA90 and AAS50 respectively.

Table 5.5. Interaction energies and final densities for different types of Gr/GO fillers

Filler Type

Graphene

GO-6%

AA90

AA50

Oxygen %

0

6

13

18

Final
Density
(g/cm?®)

1.15

1.14

1.16

1.15

Interaction
Energy
(kcal/mol)

-427.3

-456.2

-520.4

-560.4

-350

-400

-450

-500

-550

Interaction Energy (kcal/mol)

-600

0%

5%

Oxygen %
10%

15%

20%

Figure 5.19. Interaction energies for different types of Gr/GO fillers
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525 Effect of Different Filler Types and Epoxy:Hardener Ratio on the

Interaction Energies

In this part, both filler type and epoxy:hardener ratio parameters were controlled to
investigate the effect on the interaction energies. Gr and GO sheets with 2.4 nm size
were placed into a cell and epoxy molecules were filled into the cell with
DETA:DGEBA ratios of 4:14, 5:13, 6:12 and 7:11 until the Gr/GO reached 6 wt%.
Results were given in Table 5.6. Similar to the previous results, AA50 with the
highest oxygen-containing functional groups had the highest interaction energies and
pure graphene had the lowest interaction energies with the epoxy chains. With an
increasing DETA:DGEBA ratio, interaction energies tend to increase for the fillers
containing epoxy, hydroxyl, carboxylic acid and carbonyl functional groups on their
surface and edges. This increase was higher for the AA50 type than the AA90 type
GO fillers. Graphene did not show such a trend since no functional groups were
present on the surface to interact. It should be noted that increasing DETA amount
has a negative effect on the crosslinking density since there will be more unreacted
amine functional groups. Low crosslinking density decreases the mechanical
properties of epoxy resin experimentally. Thus, crosslinking density optimization is

required for producing nanocomposites with desired properties.

Table 5.6 Interaction energies for Gr, AA90 and AA5O0 fillers with increasing
epoxy:hardener ratio.

Interaction Energies (kcal/mol)
DETA:DGEBA

Graphene AA90 AA50
4:14 -1293.0 -1482.1 -1612.4
5:13 -1314.8 -1487.7 -1663.3
6:12 -1309.1 -1525.7 -1673.2
7:11 -1302.6 -1577.9 -1691.7
8:10 -1298.4 -1609.2 -1759.4
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5.2.6 Effect of GO Mass Percentages on the Interaction Energies and

Young’s Modulus Values

In this section, Young’s Modulus values were calculated to determine the stiffness
of the nanocomposite material. Gr and GO sheets (AA50 and AA90) were placed
into the cell in increasing weight ratios as 2%, 4%, 6% and 8%. These models were
representing completely dispersed GO structures within the cell which is an ideal
case. Nanocomposite structures were prepared for each set and geometry
optimization was performed only for the molecular structure without optimizing the
lattice parameters. Thus, the initial density remained as constant at 0.5 g/cm?® after
optimization before the MD simulation. Five structures with the lowest potential
energies were selected from 50 samples for each set and MD simulations were
performed. The volume of the cell was decreased from 85x85x85 A® to 65x65x65
A3 after MD simulations were completed and the structure reached equilibrium.
Densities were increased to 1.15 g/cm?® for each nanocomposite system during MD
simulation time as given in Figure 5.20, which is an important validation of the
theoretical method reaching the experimental density accurately without any external

influence.
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Figure 5.20. Change of density during MD simulation (for AA50 - 6 wt%).
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The temperature was constant around 298 K and pressure was fluctuated around 1
atm as represented in Figure 5.21 and Figure 5.22. Potential energy and Kinetic
energy stayed constant after 2500 ps time as shown in Figure 5.23.
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Figure 5.21. Temperature during MD simulation (for AA50 - 6 wt%).
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Figure 5.22. Pressure during MD simulation (for AAS0 - 6 wt%).
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Figure 5.23. Energy during MD simulation (for AA50 - 6 wt%).

Interaction energy and Young’s Modulus calculation results were summarized in

Table 5.7. AA50 and AA90 fillers were performed better in terms of improving

interaction energies as compared with the pristine graphene.

Table 5.7. Interaction energies and Young’s Modulus values for AA50, AA90 and

Gr fillers with increasing weight percentage.

Epoxy Epoxy + Epoxy + Epoxy + Epoxy +
AA50-2% | AA50-4% | AA50-6% | AA50-8%
Interaction
Energy - -559.1 -1122.5 -1598.8 -2171.4
(kcal/mol)
Final
Density 1.13 1.14 1.14 1.15 1.16
(g/cm®)
Young’s
Modulus 4.20 4.31 4.54 4.81 5.07
(GPa)
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Table 5.7 (continued)

Epoxy Epoxy + Epoxy + Epoxy + Epoxy +
AA90-2% | AA90-4% | AA90-6% | AA90-8%
Interaction
Energy - -487.1 -957.6 -1488.0 -2014.0
(kcal/mol)
Final
Density 1.13 1.13 1.14 1.15 1.15
(g/cm?3)
Young’s
Modulus 4.20 4.39 4.40 4.68 4.78
(GPa)
Epoxy Epoxy + Epoxy + Epoxy + Epoxy +
Gr-2% Gr-4% Gr-6% Gr-8%
Interaction
Energy - -411.3 -858.5 -1305.1 -1738.7
(kcal/mol)
Final
Density 1.13 1.13 1.14 1.15 1.15
(g/cm?)
Young’s
Modulus 4.20 4.23 4.24 4.37 4.42
(GPa)

The experimental density of a cell with only epoxy chains composed of DETA and
DGEBA is 1.1 g/lcm?®, and Young’s Modulus is between 3.4-3.8 GPa according to
the literature. [43], [45] In this study, Young’s Modulus value for epoxy was found
as 4.2 GPa after 5 ns simulations which were higher than the literature data. There
could be several causes for this result. Initial representative structure which is much
smaller than the real chains, cell size, simulation time and selected ensemble can be
some of the factors that affect calculated Young’s modulus. Increased simulation
time and cell size generated stiffer structures where lower mechanical properties

close to the experimental values were calculated for the preliminary studies.
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Moreover, the representative epoxy molecule method might not simulate the
experimental data exactly. First of all, representative molecules were not connected
with covalent bonds which are different from the real system. Secondly, there were
unreacted DETA or DGEBA molecules and other defects in the real system that
reduces Young’s modulus which was not considered in this study. Another
consideration was about the equilibrated system that could be trapped in
configurations with a local minimum on the potential energy surface because the
simulations were nonergodic. Theodorou and Suter [65] developed a method for
estimation of the mechanical properties of polymeric systems where about fifteen
equilibrated configurations of the system were used for deformation experiments.
Increasing the number of samples and averaging the results would be beneficial for
obtaining improved Young’s Modulus values. Skountzos and Mavrantzas [33] used
this method in their study. They suggested that raising the temperature above the
melting point of the material and then cooling it down to 300 K could overcome the
local minimum potential energy problem and this result in obtaining a well-
equilibrated structure. However, this annealing method did not work for the system
in this study, resulting in errors during the cooling down process, particularly for the
models containing GO. Thus, MD simulations were performed at the selected NPT
ensemble. Besides, pressure fluctuation during the MD simulations might affect the
properties of the final structure and a linear stress-strain curve could not be obtained
to determine the correct Young’s Modulus of the system. Averaging five
configurations with the lowest energy for each set improved the results significantly.

Adding more simulations can give more accurate results.

Although pristine epoxy representative cells could not produce exact experimental
Young Modulus values, the improvement by the Gr/GO addition in the system was
successfully determined. AA50 model performed better than AA90 for improving
stiffness. The nanocomposite models with pure graphene sheets yield the lowest
Young’s Modulus values. Interaction energies were also in the same trend that points
out the relation between reinforcement at the interface and the improved mechanical

properties. The highest interaction energy was observed for nanocomposites with
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AAA5O fillers and the lowest interaction energy was observed for nanocomposites
with graphene fillers. Hydrogen bonds that were determined as the main
intermolecular interaction in the system between GO functional groups and epoxy
functional groups were represented in Figure 5.24. Figure 5.24a demonstrates the
hydrogen bonds between -OH functional groups on GO with amine and alcohol

functional groups on the epoxy chain.

Hydrogen bonds between epoxy and alcohol groups on GO with the alcohol
functional group of the epoxy chain were given in Figure 5.24b. Figure 5.24c
represents the hydrogen bonds between -COOH functional group at the edge groups
of GO with the amine and alcohol functional groups on the epoxy chain. Hydrogen
bond between carbonyl functional group on GO with the alcohol functional group
on epoxy chain was given in Figure 5.24d. These interactions which were defined in
the GO-epoxy interface for the equilibrium structure of MD simulations were also
confirmed by DFT calculations. Atomic distances calculated by less accurate MD
simulation results were very close to DFT calculations validating the force field and

method of the large scale simulations.

Figure 5.24. Hydrogen bonds for different GO functional groups for an equilibrated

structure.

88



The addition of oxygen-containing functional groups on graphene structures
significantly improved interaction energies and the stiffness of the material. Fillers
were added into cells up to 8 wt% amount and a constant increase was observed for
both interaction energies and Young’s Modulus values. In the experimental studies,
there was a maximum point for the wt% of the GO additive which was not observed
in this study. These cells simulate nanocomposites with well-dispersed GO sheets in
the epoxy matrix where Gr/GO agglomerations were ignored that they can even be
observed with bare eyes in the experimental samples. The reason for the continuous
increase in the results is based on the continuous increase in the interfacial interaction

by increasing the surface area which was not possible in the industrial process.

To test this theory, interaction energy for the four-layer pi-stacked AA9O fillers, two
double-layer AA9O fillers and homogeneously distributed four AA9O fillers with the
composition of 8 wt% in the cell with epoxy chains were calculated and given in
Table 5.8. It was demonstrated that dispersed GO sheets have higher interaction
energy compared to the stacked GO sheets which explains the difference between
reinforcement based mechanical improvement in experiments and simulations. As
the amount of agglomerated graphene sheets increased, interaction energy at the
interface was decreased by 32% for two-layer stacked GO sheets and by 51% for
four-layer stacked GO sheets since the interacting surface area of the filler was
decreased. Thus, filler dispersion is an important factor for improved physical and
mechanical performance that explains the difference between the experiments and
simulations. In experiments, there are always aggregations of Gr/GO layers observed
for the prepared samples. It was concluded that the role of the GO preparation is not
only increasing the interaction with the polymer phase but also decreasing the self-
interaction by the increased interlayer distance between the GO sheets. The addition
of oxygen-containing functional groups on GO surface and edges improves
dispersion in the epoxy matrix and increases the interacting surface area, which

enhances the performance of the GO filler in epoxy.
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Table 5.8 Effect of filler dispersion on the interaction energies.

AAGD- AA90 AA90-
Dispersed Two-Layer Four-Layer
Stacked Stacked
Interaction Energy -2014.04 -1372.01 -979.46
(kcal/mol) | | '

Interaction energies for nanocomposite systems containing mass percentage of 2%,
4%, 6%, 8%, 8% two-layer stacked and 8% four-layer stacked AA9O fillers were

summarized in Figure 5.25. Interaction energy was increased with increased mass

percentage of filler. However, the filler performance was dramatically decreased

even for high mass percentage when aggregation was increased interaction energies.
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Figure 5.25. Change of the interaction energy with increasing mass percentage and

aggregation of AA9O filler.
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5.2.7 Effect of GO Filler Size on the Interaction Energies and Young’s

Modulus Values

GO structures with a size of 2.4 x 2.4 nm (G0O252), 2.4 x 1.2 nm (GO132), 1.1 x 1.2
nm (GO66) were investigated in terms of Young’s Modulus and interaction energy
parameters. Results were given in Table 5.9. For the calculation of Young’s
Modulus values, the same procedure was followed given in the previous section.
Structures at these three different sizes with three different configurations in the cell
were prepared for each set and the average of these results was analyzed to obtain
the Young’s Modulus values. It was observed that the GO with a larger size provided
the highest Young’s Modulus and the GO with the lowest size provided the lowest
Young’s Modulus values. To improve stiffness, using larger GO sheets seemed to be
a better option at first sight when these results were considered. However, when the
interaction energies were calculated, opposite results were obtained interestingly.
Decreasing filler size increased the number of edge groups that interact most with
the functional groups on epoxy molecules. This resulted in increasing interactions
for the relatively small-sized GO fillers. Increased interactions facilitate the
dispersion of GO in the polymer matrix and better filler performance could be
achieved. Whereas larger-sized bulky GO provides directional mechanical stiffness
in two dimensions. Larger GO sheets yielded higher Young’s Modulus values,
however, agglomeration of these types of fillers and poor adhesion with the polymer
matrix would result in lower enhancement in mechanical properties with increasing
graphene size. The optimum filler size providing mechanical stiffness and enhanced
intermolecular interaction should be selected by considering these competing effects

in the experiments.
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Table 5.9. Interaction energy and Young’s Modulus values calculated for different
GO sizes

G066 GO132 G0252
Interaction Energy (kcal/mol) -2183.04 -1927.28 -1655.36
Young's Modulus (GPa) 4.12 4.33 4.98

5.2.8 Radial Distribution Function (RDF) Analysis for an Equilibrium

Structure

RDF analyzes were performed to understand the molecular details in an MD
simulations cell for the equilibrated structures. Nanocomposite structures containing
8 wt% AA50 type GO filler was used for RDF calculations. Normalized radial
distribution functions for the different atoms and atom groups were given between
Figure 5.26 and Figure 5.29.

1.8
16 - Gr-OH----ON-Epo

14 4 —Gr-0O----H-NO-Epo
1.2

g (r)

0.8 A
0.6 -
0.4 A
0.2 -

0 T T T
0 2 4 6 8 10

Distance (A)

Figure 5.26. Radial distribution function for the intermolecular interaction between
a) -OH and -COOH protons on GO with N and O atoms in the epoxy chains, b)
oxygen atoms on GO with the hydrogen atoms in the amine and alcohol groups of
epoxy chains.
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In Figure 5.26, RDF for -OH and -COOH protons on GO with N and O atoms on the
epoxy chains were compared with the RDF for oxygen atoms on GO with the
hydrogen atoms of the amine and alcohol groups of epoxy chains. Peak was observed
around 2 A for both analyzes that correspond to the hydrogen bonds in the system.
It was determined that hydrogen bonds of N and O atoms in epoxy with GO protons
bonded to oxygen atoms were significantly higher compared to the hydrogen bonds

of epoxy protons on amine and alcohol groups with the oxygen atoms of the GO.
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Figure 5.27. Radial distribution function for the intermolecular interaction between
oxygen atoms on GO with the hydrogen atoms in the alcohol and amine groups of

epoxy chains.

In Figure 5.27, RDF for GO oxygen atoms with the hydrogen atoms of the amine
and alcohol groups of epoxy chains was compared. It was determined that the
hydrogen bonding peak for the GO oxygen atoms with alcohol protons on epoxy
chains is significantly higher than the hydrogen bonding peak for the GO oxygens

with the amine protons of the epoxy chains.
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Figure 5.28. Radial distribution function for the intermolecular interaction between

-OH and -COOH protons on GO with O and N atoms in the epoxy chains.

In Figure 5.28, RDF for the protons on -OH and -COOH groups of GO with the O
and N atoms on the epoxy chains were compared. It was found that the hydrogen
bonding peak for -OH and -COOH protons on GO with the oxygen atoms on epoxy
chains is higher than the hydrogen bonding peak for -OH and -COOH protons on

GO with the nitrogen atoms on epoxy chains.
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Figure 5.29. Radial distribution function for the intermolecular interaction between
-OH and -COOH protons on GO with the three types oxygens atoms in the epoxy
chains.

In Figure 5.29, RDF for the protons on -OH and -COOH groups of GO with the three
types of O atoms on the epoxy chains were compared. It was represented that the
hydrogen bonding peak for the GO proton interaction with the oxygen atoms in the
alcohol groups of epoxy chains was highest, whereas the hydrogen bonding peak for
the GO proton interaction with the oxygen atoms in the ether groups of epoxy chains
was lowest in the RDF analysis. The hydrogen bonding peak for the GO proton
interaction with the oxygen atoms in the epoxy end groups was also significantly
higher than the hydrogen bonding by ether groups.
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CHAPTER 6

CONCLUSIONS

In this thesis, first principle calculations and classical mechanics calculations were
performed to study the interfacial interactions between graphene/graphene oxide
fillers and the epoxy polymer matrix. Homogeneous dispersion and strong GO filler
adhesion with the epoxy matrix are determined as the two major considerations for
the production of polymer nanocomposites. Controlling the interfacial interactions
can optimize these parameters, which is critical for achieving the improved
mechanical and physical properties in polymer nanocomposites. Quantum
mechanics and classical mechanics methods were used in this study to interpret the
basis of these interactions in the nanocomposite system at the atomic level. Firstly,
DFT calculations were performed to identify the interactions accurately between the
functional groups of epoxy chains and the functional groups on the GO structure.
Results showed that carboxylic acid and hydroxyl groups on the GO sheets are
capable of forming strong hydrogen bonds with amine, epoxy and hydroxyl groups
on epoxy chains. Thus, these functional groups had the strongest affinity with the
epoxy matrix. Carbonyl functional groups at the edge exhibited the lowest interaction
energy, followed by epoxy functional groups on GO, where they still outperformed
pristine graphene in terms of interaction energy performance. Secondly, mixing
energies were calculated with classical molecular mechanics methods to investigate
the self-interactions and intermolecular binding energies. Therefore, attractive and
repulsive interactions were determined for pairwise interactions, which are important
parameters for achieving homogeneous dispersion in the epoxy matrix. It was
determined that epoxy and hydroxyl functional groups provide the lowest mixing
and the highest binding energies, which means that these groups are mostly
responsible for preventing agglomeration of the GO fillers that is one of the main
problems of GO as polymer nanocomposite filler.
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After the role and performance of every functional group on GO and epoxy chains
were clarified for relatively smaller scales and fewer atoms; larger scale MD
simulations were performed as a next step to investigate these interactions by
constructing nanocomposite systems having about 8000 and 27000 atoms. MD
simulations were performed at the NPT ensemble at 298 K temperature and 1 atm
pressure to mimic the experimental conditions. The achievement of an experimental
density of 1.1 g/cm?3 for the equilibrated system was validated the accuracy of the
MD simulation method. An increasing trend in the interaction energies was observed
by increasing the oxygen content on GO, and an optimum point was determined as
10% oxygen on GO, when continuous periodic single layer GO sheets with only
epoxy and hydroxyl functional groups were used for the simulations. Moreover, it
was demonstrated that the epoxy:hardener ratio was another important parameter that
affect the interaction energy between GO and epoxy chains. With increasing DETA
amount in the epoxy chains which resulted in increasing polar amine groups in the
system, interaction energy was decreased for low oxygen content (5%) from -1240
kcal/mol to -140 kcal/mol. A completely different trend was observed for high
oxygen content (18%), in which the interaction energy increased from -888.5
kcal/mol to -1400.5 kcal/mol. The same trend was observed when discrete GO fillers
with carboxylic acid and carbonyl edge functional groups were used in the cell.
Increasing oxygen content and DETA ratio significantly improved the interaction
energies with the GO fillers with high oxygen content. Hydrogen bonds were also
clearly detected within the system for large-scale calculations, which were very
similar type and distances to DFT results. Besides, Young’s modulus values were
calculated to determine the stiffness of the nanocomposite system with the filler
addition amounts of 2%, 4%, 6% and 8%, and improvement was observed with
increasing GO content. Both AA90 and AA50 GO fillers performed better than
pristine graphene sheets in terms of improving Young’s modulus; however, AA50
fillers with more oxygen content possessed the highest stiffness properties which
were in good agreement with the interaction energy results. RDF analyzes were

performed to investigate the stacking density of epoxy chains around GO fillers and
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the distribution of the functional groups. It was determined that hydrogen bond donor
protons on the GO interact better with epoxy polar functional groups compared to
the hydrogen bond acceptor oxygen groups on GO with the epoxy polar functional
groups. Moreover, hydroxyl functional groups on epoxy chains originated from
DGEBA generated more hydrogen bonds than the amine functional groups
originated from DETA groups. Homogeneous dispersion of Gr/GO sheets was
determined as an important parameter to enhance these properties, and
agglomeration of these fillers significantly decreased the interaction energies when
two-layer and four-layer pi-stacked GO sheets were used in the simulation cell.
Approximately 32% decrease was observed for the interfacial interaction
calculations using two-layer stacked GO sheets, and approximately 51% decrease
for the interfacial interaction was observed when four-layer stacked GO sheets were
used. In addition, larger GO sheets performed better in improving Young’s modulus
values than smaller GO sheets. However, interaction energies were decreased when
large GO sheets were used since the number of edge functional groups and the
contact area were increased for the smaller GO sheets as fillers. These theoretical
results can provide insight into optimizing structural parameters for the large scale

production of the epoxy and GO nanocomposites with enhanced properties.
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